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1 Risk-taking behavior is an important topic across multiple fields, including finance, 
marketing, management, sociology, and anthropology. It is crucial to understand how 
we make decisions when faced with risk because most of our daily choices have an 
element of risk to them, from small decisions, such as which route to take to work, to 
large ones, such as financial investments, insurance purchases, health management, 
and even high-level governmental decisions, such as quarantine regulations during a 
pandemic like COVID-19.

At the individual level, being unable to properly assess and manage risk-taking behavior 
can have serious consequences, such as social isolation, health-compromising behavior, 
and financial insecurity (Eckel & Wilson, 2004; Galvan et al., 2006; Xue et al., 2010). 
Similarly, poor decision-making under risk can cause significant social and economic 
costs at the societal level (Bateson, 1966; Josef et al., 2016; Vickerstaff & Cox, 2005). 
Thus, it is of utmost importance to better understand risk-taking behavior.

To do so, different fields develop theories and models to inform the development of 
more efficient public policies, marketing, managerial strategies, and political or financial 
choices (Knight, 1921; Levav & Argo, 2010). Much of this work draws on findings from 
fields such as neuroscience, psychology, and microeconomics to study individual risk-
taking behavior. Due to the complexity of risk-taking behavior and its dependence 
on internal and external factors (e.g., emotional state, social influence, and time 
constraints), many research questions remain to be explored (Das & Teng, 2001; Houser 
et al., 2010; Josef et al., 2016). 

This dissertation seeks to address these questions by combining state-of-the-art 
neuroscientific methods and economic models to investigate risk-taking behavior 
through the lens of decision neuroscience. It is aimed at an interdisciplinary audience 
such that researchers from different fields can clearly understand the concepts and 
methods used.

1.1 WHAT IS RISK-TAKING BEHAVIOR?
Risk-taking behavior is commonly understood as any behavior that could expose the 
decision-maker to some level of risk. In psychology, it is often defined as a behavior that 
involves the perception and evaluation of risks and rewards as well as the decision to 
act despite potential risks (Trimpop, 1994). This involves some degree of uncertainty 
regarding the outcomes or the probabilities of such outcomes (Josef et al., 2016). 
However, the definitions of risk in economics are more stringent (Schonberg et al., 2011). 
According to the economics literature, risk is a situation in which there is a known 
probability distribution over certain outcomes, but it is unknown as to which outcome 
will be obtained (Charness et al., 2013; Chuang & Schechter, 2015). Clarifying such a 
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definition is essential for the proper identification and subsequent measurement of 
risk-taking behavior. Clearly defining risk-taking behavior also helps to create tools 
and models to elicit, estimate, and properly understand risk-taking behavior. This 
dissertation explores what is defined in economic theory as risk, with clear probabilities 
and outcomes.

1.2 HOW CAN RISK-TAKING BEHAVIOR BE ESTIMATED?
A great deal of research has been conducted on risk-taking behavior, with a particular 
focus on understanding why some people are more willing to take risks than others 
(Chuang & Schechter, 2015). To that end, different methodologies are used to estimate 
individual risk-taking behavior. One common approach is to use surveys to ask people 
about their willingness to take risks in different domains (e.g., financial, physical and social) 
(Armin et al., 2016). Surveys have the advantage of being relatively cheap and quick to 
administer, but they have the disadvantage of being subject to self-reporting biases, where 
participants answer imprecisely, according to beliefs, expectations, or distortions related 
to their actual behavior (Chuang & Schechter, 2015; Wölbert & Riedl, 2013). 

In behavioral economics, multiple price lists (MPL) are usually the preferred methodology 
to measure one’s risk preferences (Drichoutis & Lusk, 2016). MPL are a series of binary 
options where the participant chooses between a gamble and a certain outcome with a 
lower expected value or between two gambles with varying levels of risk (a safer versus 
a riskier gamble). The options are either presented simultaneously in a list layout or in 
a pair at the time. The point at which participants shift from one column to the other 
(from certain to gamble or from safer to riskier gamble) is used as an indicator of her 
risk preferences (Andersen et al., 2006; Donkers et al., 2013). A limitation of this method 
resides in exposing participants to numeric input for probabilities, which stimulates a 
mental calculation that could otherwise not happen. It is, therefore, a less naturalistic 
choice environment compared to the tasks described above. The second limitation of 
the MPL is that when all alternatives are presented at once or in a sequential fashion, 
participants tend to keep consistent choices to avoid cognitive dissonance. This means 
that they might accept (reject) options that they would otherwise reject (accept) to avoid 
contradicting their own previous choices (Andersen et al., 2006; Chuang & Schechter, 
2015; Drichoutis & Lusk, 2016). 

Cognitive tests, such as the Balloon Analog Risk Task (BART) (Lejuez et al., 2002) and 
the Risk Task (Rogers, 1999), are also used to study risk-taking behavior. These tests are 
more common in psychology and cognitive neuroscience studies and provide insight 
into how people make decisions when faced with risky choices. (Chuang & Schechter, 
2015; Lejuez et al., 2002). 
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1 The BART is a widely used computer task used to estimate risk-taking behavior (Guo et 
al., 2018; Lighthall et al., 2009; Rao et al., 2008; Sela et al., 2012). In this task, participants 
must decide how much air to pump into a virtual balloon on each trial – pumping more 
air into the balloon increases the potential reward but also raises the chance of it 
bursting and losing everything (Lejuez et al., 2002). The number of pumps is therefore 
taken as a measure of risk-taking behavior. However, one of the main limitations of this 
task is that the probabilities of winning are unclear to the participants. Therefore, this 
task measures ambiguity rather than risk according to economic definitions (Lejuez et 
al., 2002). 

Figure 1.1  - Balloon Analog Risk Task – Task description and layout (Parkinson et al., 
2012)

The Risk Task (Rogers, 1999) is another computerized task in which participants need to 
guess the color (among two options) of the box hiding a token, with the correct guess 
earning a specific number of points and the incorrect guess losing the same number 
of points. of the box hiding a token. Each color has a different probability of hiding the 
token and is associated with a specific payoff. Both probabilities and payoffs vary in 
each trial. The task is presented in a sequential fashion with the aim of obtaining the 
highest number of points overall. Although the task is widely used (i.e., Fecteau, Knoch, 
et al., 2007; Fecteau, Pascual-Leone, et al., 2007; Knoch et al., 2006), it has two main 
limitations. The first limitation is that participants’ choices are likely affected by loss 
aversion since participants can lose points accumulated along the game. Second, due to 
its sequential nature, responses can also be affected by memory effects and reactions to 
previous gains and losses.  
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Figure 1.2 - Risk Task – Example screen (Rogers et al., 1999)

Tasks and games, such as the BART and the Risk Task, can be more expensive and time-
consuming to set up than a survey. Yet, they provide more detailed data than surveys, 
and it is possible to obtain a less biased estimation of participants’ risk attitudes and 
risk-taking behavior (Chuang & Schechter, 2015). Either of these methodologies can be 
implemented using online data collection or in a laboratory setting. It is important to 
highlight that there is a current debate regarding the time consistency and predictive 
power of many methods used to estimate risk-taking behavior (Chuang & Schechter, 
2015; Csermely & Rabas, 2016; Lejuez et al., 2002). Hence, the choice of methodology 
depends on a series of factors such as cost, accuracy, financial compensation, sample 
size, and so on. At times, a combination of measurement methods is advisable. 

In this dissertation, I use a novel task named Maastricht Gambling Task (MGT), introduced 
in Dantas et al. (2021) and developed with the guidance of the Maastricht Center for 
Neuroeconomics (MU-CEN) that aims at correcting for the limitations detected in other 
methods to estimate risk-taking behavior (Dantas et al., 2021). This task employs a user-
friendly and easily comprehensible layout adapted from the widely studied Risk Task 
(Rogers et al., 1999), also known as the Cambridge Gambling Task (CGT) (Yazdi et al., 
2019). 

Unlike the other methods described here, the MGT attains strict economic definitions of 
risk, with clear probabilities and payoffs presented to the participant. Another important 
improvement is the control for loss aversion and memory effects, with independent and 
randomized trials in which participants can either win the payoff associated with their 
choice or end the trial with zero points. Moreover, the task does not include any level of 
deception, and all the possible combinations of payoffs and probabilities are combined 
in 125 unique trials, each repeated once in a random order. With this design, the MGT 
allows the analysis of each participant’s risk-taking behavior in a wide variety of choice 
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1 scenarios. The MGT’s full description can be seen in Chapter 2 (Dantas et al., 2021).

1.3 HOW CAN NEUROSCIENCE HELP US UNDERSTAND RISK-
TAKING BEHAVIOR?
An important approach to further understanding human decision-making in general and 
risk-taking behavior in particular is the use of neuroscientific methods. Psychologists 
and economists have increasingly been looking at neuroscientific findings to better 
understand how humans make decisions (Camerer et al., 2005; Karmarkar & Yoon, 
2016; Plassmann et al., 2015). This field of research, known as decision neuroscience, 
has gained considerable traction in recent years, with a growing body of literature. 
When combined with economic models and behavioral economics methods (such as 
economic games), this research field is named neuroeconomics (Epper & Fehr-Duda, 
2012; Gianotti et al., 2009).

Neuroscientific methods include both technologies that interact with the central nervous 
system, such as brain stimulation and neuroimaging techniques, and technologies that 
measure responses from the peripheral nervous system, such as eye tracking, estimation 
of skin conductance, and heart rate (Rilling & Sanfey, 2011; Shiv et al., 2005). 

Unlike the common behavioral tools used to study risk taking, neuroscientific methods 
can be used to estimate non-declarative and involuntary neural and physiological 
responses during the decision-making process. This means that with neuroscientific 
methods, one can measure in great detail even reactions that might escape the 
participant’s own perception. These responses include, for example, changes in brain 
activity, heart rate, or sweating (Brunyé & Gardony, 2017; Jongkees & Colzato, 2016; 
Karmarkar & Yoon, 2016; Smidts et al., 2014). 

Neuroimaging methods such as functional magnetic resonance imaging (fMRI) allow 
measurements of different patterns of brain activity during a specific task or state, such as 
risk-taking behavior (Thut et al., 2012). fMRI allows the measurement of brain activity, which 
is estimated based on the blood oxygenation level-dependent (BOLD) responses in different 
brain areas. With fMRI, one can explore which brain areas and networks are activated during 
a specific task. Nevertheless, it lacks time accuracy, since the BOLD response is a relatively 
slow process. fMRI can, however, be used to study subcortical responses, which cannot be 
done with other neuroimaging methodologies (Logothetis, 2008; Rao et al., 2008). 

Electrophysiological measurements such as electroencephalography (EEG) and 
magnetoencephalography (MEG) are used specifically to read neural electric activity, 
which is measured as oscillatory patterns or event-related potentials (ERPs) that can 
be measured during resting-state or during a specific task (Thut et al., 2012). These 
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methods allow a great temporal resolution, meaning that it is possible to identify 
different neural responses with an accuracy in the range of milliseconds. However, 
these methods also have their limitations, with a low space accuracy and impossibility 
of detecting subcortical activity (Logothetis, 2008). 

Finally, risk-taking behavior can also be studied with brain stimulation techniques. In 
contrast to measurement techniques such as fMRI and EEG, brain stimulation techniques 
can modulate brain activity, allowing a direct test of a specific area’s functional relevance 
for different behavioral or cognitive processes . Brain stimulation can be done invasively, 
including surgical procedures, or noninvasively, using noninvasive brain stimulation 
(NIBS), which is the focus of this thesis (Driver et al., 2009; Nitsche et al., 2008; Polanía 
et al., 2018; Rossi et al., 2009). These NIBS techniques include methodologies such 
as transcranial electric stimulation (tES), which includes transcranial direct current 
stimulation (tDCS), transcranial alternating current stimulation (tACS), and transcranial 
magnetic current stimulation (TMS) (Polanía et al., 2018). More details about each 
technique will be explained in the following sections. 

In this dissertation, I used a variety of neuroscientific methods. Chapters 2, 3, and 4 
include NIBS, with the use of tACS (Chapters 2 and 3) and TMS (Chapter 4) aiming at 
investigating the functional relationship between specific oscillatory patterns (tACS) 
or the activity of specific brain areas (TMS) and risk-taking behavior. Chapters 2 and 3 
include EEG measurements, aiming at the measurement of different oscillatory patterns 
during risk-taking behavior. Moreover, although not specifically a neuroscientific 
method, I used probiotics as a method to intervene with the gut–brain axis. Figure 1 
shows an overview of the methods used in this dissertation and their approximated 
temporal resolution (the time scale that each technique allows) and intrusiveness 
(how disturbing or uncomfortable each technique can be in general), loosely based on 
(Schulte-Mecklenbeck et al., 2017) and Gazzaniga et al. (0(02). 
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Figure 1.3 - Neuroscientific methods used in this dissertation - Graphic representation 
of the neuroscientific methods used in this dissertation along the following 
chapters. Graph depicts a representation of the different methods by temporal 
resolution and degree of intrusiveness.

 
 
1.3.1 tACS
tACS belongs to the family of noninvasive electric 
stimulation techniques commonly referred to as tES. Electric 
stimulation uses weak electrical currents applied using 
electrodes attached to the scalp to stimulate specific brain 
areas. The most common use of tES is tDCS. This method 
applies a weak tonic direct current between electrodes 
mounted on the head. This electric current affects the ionic 
balance within the synapses (called the synaptic voltage). 
Synapses are the areas via which neurons communicate 
with each other. This change in ionic balance can facilitate 
or inhibit neuronal communication. This process of 
communication is known as synaptic transmission (Polanía 
et al., 2018). In general, neurons communicate with each 
other using electric signals. The changes in ionic balance 
that trigger these signals are known as action potential 
(Yamada & Sumiyoshi, 2021). 

For a neuron to fire, the internal medium of the synaptic 
membrane needs to reach a specific firing threshold of 
-55 mV, while the normal balance is around -70 mV. In tDCS, anodal (positive) stimulation 
leads to widespread subthreshold depolarization, meaning that the inside of the 
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FIGURE 3 - 
NEUROSCIENTIFIC METHODS USED IN THIS DISSERTATION - GRAPHIC REPRESENTATION OF THE 
NEUROSCIENTIFIC METHODS USED IN THIS DISSERTATION ALONG THE FOLLOWING CHAPTERS. 
GRAPH DEPICTS A REPRESENTATION OF THE DIFFERENT METHODS BY TEMPORAL RESOLUTION 
AND DEGREE OF INTRUSIVENESS. 
 

11..33..11  TTAACCSS  
tACS belongs to the family of noninvasive electric 
stimulation techniques commonly referred to as 
tES. Electric stimulation uses weak electrical cur-
rents applied using electrodes attached to the 
scalp to stimulate specific brain areas. The most 
common use of tES is tDCS. This method applies a 
weak tonic direct current between electrodes 
mounted on the head. This electric current affects 
the ionic balance within the synapses (called the 
synaptic voltage). Synapses are the areas via 
which neurons communicate with each other. This 
change in ionic balance can facilitate or inhibit 
neuronal communication. This process of commu-
nication is known as synaptic transmission (Po-
lanía et al., 2018). In general, neurons communi-
cate with each other using electric signals. The 
changes in ionic balance that trigger these signals 
are known as action potential (Yamada & Sumiyo-
shi, 2021).  

For a neuron to fire, the internal medium of the synaptic membrane needs to 
reach a specific firing threshold of -55 mV, while the normal balance is around -
70 mV. In tDCS, anodal (positive) stimulation leads to widespread subthreshold 
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synapse membrane has a more positive charge, getting closer to the firing threshold, 
which facilitates neuronal firing and is therefore a facilitating protocol. Cathodal 
(negative) stimulation leads to the opposite effect, inducing widespread subthreshold 
hyperpolarization. This means that it increases the negative charge inside the synapse, 
which is further than the minimum necessary for the neuron to fire an action potential. 
This increase in negative charge reduces neural excitability and inhibits synaptic 
transmission (Bland & Sale, 2019; Brunoni et al., 2012; Yamada & Sumiyoshi, 2021). 
Due to its nature, it is not possible to directly measure the effects of tDCS since while 
it supposedly affects excitability, it does not elicit neuronal triggering (Guo et al., 2018; 
Kuo et al., 2013). 

tACS employs quite a different mechanism than tDCS. The polarization of the electrodes 
shifts cyclically at a specific frequency, generating a sinusoidal-shaped electric current 
according to the frequency chosen. This means that the electric flow between electrodes 
occurs at specific oscillatory frequencies, which in turn facilitates the occurrence of 
these same oscillatory patterns in the targeted area (Polanía et al., 2018). 

Neural activity occurs naturally in oscillatory patterns. Alpha, beta, theta, and gamma 
are some of the most widely mentioned frequencies that occur in different areas of 
our brains (Bland & Sale, 2019). These oscillatory patterns originate from the rhythmic 
firing of groups of neurons that communicate using different frequencies. This nature 
of our neural oscillatory communication allows it to be modulated with the imposition 
of rhythmic stimuli, such as rhythmic light or sound exposition, or electric stimulation, 
such as tACS. Therefore, tACS biases ongoing neural activity, leading it to approximate 
the frequency band in which the stimulation is delivered. This mechanism is commonly 
referred to as entrainment (Bland & Sale, 2019). 

By facilitating neuronal activity in specific frequency bands, tACS allows for the study of 
the relationships between specific neural oscillatory patterns and behavior (Polanía et 
al., 2018). These studies can be done by increasing or reducing the occurrence of such 
oscillatory patterns in a specific area using tACS and by measuring consequent behavioral 
changes. Another approach includes applying the same frequency of stimulation over 
distinct regions at the same time at different oscillatory phases, aiming at facilitating 
or hampering the synchronization between these areas to investigate how oscillatory 
coherence between distinct nodes of neural networks affects behavioral responses 
(Polanía et al., 2018).

There are numerous examples of studies using tACS to investigate the functional 
relationships between specific oscillatory frequencies and behavior. These include the 
causal role of theta–gamma cross-frequency coupling in working memory performance 
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1 (Polanía et al., 2012), alpha and beta oscillations in motor bimanual coordination (Heise 
et al., 2019), and of interest for this dissertation, theta-band oscillations in inhibitory 
control (Klírová et al., 2021). 

The use of EEG allows the measurement of changes in oscillatory patterns in the 
stimulated areas as well as potential network effects. Nevertheless, the simultaneous 
use of these methods is still technically challenging due to the noise generated by 
the stimulation in EEG measurements. Therefore, most studies evaluate changes in 
oscillatory patterns immediately after tACS, while techniques to improve the signal-to-
noise ratio during simultaneous EEG and tACS are at this point being developed and 
tested (Vosskuhl et al., 2020). In general, tES has a low focality, affecting a greater area 
than other NIBS methods.

1.3.2 TMS
TMS is another noninvasive brain stimulation technique 
that uses strong electromagnetic fields to induce small 
electric currents in the brain (Loo et al., 2000). TMS has 
been used for a variety of applications, including the 
treatment of depression (Cui et al., 2022; Perera et al., 
2016), as a potential therapy for Parkinson’s disease (Brys 
et al., 2016) and stroke rehabilitation (McDonnell & Stinear, 
2017), among others. In addition to these therapeutic uses, 
TMS can be used to study brain networks by stimulating 
different areas with varying intensities and protocols, 
allowing researchers to map out how different regions are 
connected in the brain (Thut & Pascual-Leone, 2010).

Different effects can be obtained with variations in the 
application of TMS. In general, TMS can be used with single 
pulse stimulation at a time (single pulse) or with trains 
of repeated pulses (rTMS). Depending on the frequency 
and interval between each pulse, different effects are 
observed. NIBS effects in general can also be distinguished 
between online effects, which means during stimulation, 
and offline effects, after stimulation. Low-frequency rTMS 
generally has an offline inhibitory effect that causes a temporary disruption in the target 
area’s activity, which essentially deactivates it. On the other hand, high-frequency rTMS 
typically leads to an offline activation of the targeted area due to its excitatory effects 
(Thut & Pascual-Leone, 2010).  
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There are numerous examples of studies using tACS to investigate the functional 
relationships between specific oscillatory frequencies and behavior. These in-
clude the causal role of theta–gamma cross-frequency coupling in working 
memory performance (Polanía et al., 2012), alpha and beta oscillations in motor 
bimanual coordination (Heise et al., 2019), and of interest for this dissertation, 
theta-band oscillations in inhibitory control (Klírová et al., 2021).  

The use of EEG allows the measurement of changes in oscillatory patterns in the 
stimulated areas as well as potential network effects. Nevertheless, the simulta-
neous use of these methods is still technically challenging due to the noise gen-
erated by the stimulation in EEG measurements. Therefore, most studies evalu-
ate changes in oscillatory patterns immediately after tACS, while techniques to 
improve the signal-to-noise ratio during simultaneous EEG and tACS are at this 
point being developed and tested (Vosskuhl et al., 2020). In general, tES has a 
low focality, affecting a greater area than other NIBS methods. 

11..33..22  TTMMSS  
TMS is another noninvasive brain stimulation tech-
nique that uses strong electromagnetic fields to induce 
small electric currents in the brain (Loo et al., 2000). 
TMS has been used for a variety of applications, includ-
ing the treatment of depression (Cui et al., 2022; 
Perera et al., 2016), as a potential therapy for Parkin-
son’s disease (Brys et al., 2016) and stroke rehabilita-
tion (McDonnell & Stinear, 2017), among others. In ad-
dition to these therapeutic uses, TMS can be used to 
study brain networks by stimulating different areas 
with varying intensities and protocols, allowing re-
searchers to map out how different regions are con-
nected in the brain (Thut & Pascual-Leone, 2010). 

Different effects can be obtained with variations in the 
application of TMS. In general, TMS can be used with 
single pulse stimulation at a time (single pulse) or with 
trains of repeated pulses (rTMS). Depending on the 
frequency and interval between each pulse, different 
effects are observed. NIBS effects in general can also 

be distinguished between online effects, which means during stimulation, and 
offline effects, after stimulation. Low-frequency rTMS generally has an offline in-
hibitory effect that causes a temporary disruption in the target area’s activity, 
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More recently, patterned protocols have been developed, such as theta-burst stimulation 
(TBS), which employs 50 Hz pulses in 5-Hz intervals (Kaminski et al., 2011). This protocol 
can be applied continuously for 40 seconds (continuous TBS or cTBS) or intermittently, 
with trains of bursts repeated every 10 seconds for 192 seconds (intermittent TBS or 
iTBS) (Cho et al., 2010). In general, cTBS has an inhibitory effect, while iTBS has a mainly 
excitatory effect (Thut & Pascual-Leone, 2010). 

A great advantage offered by TMS compared to tES techniques is its focality. TMS can 
precisely target specific cortical areas, ensuring that only this area is stimulated and 
that no other areas are accidentally stimulated (Guse et al., 2010). This focality can 
be improved with the use of specific coils. The stimulation target can be determined 
based on anatomical fiduciary points, using the international 10-20 EEG location system 
or with individual neuronavigation guidance (Kaminski et al., 2011). Neuronavigation 
is a method via which it is possible to project TMS focus on an area identified based 
on individual anatomical or functional MRI and properly position the coil to reach the 
targeted area (Corp et al., 2020; Duecker & Sack, 2015; Thut et al., 2012). 

The quick response time of TMS also allows for immediate measurable and observable 
responses, such as muscular contractions or phosphene generation, something that 
cannot be directly obtained with tES applications. This combination of focality and 
observable effects makes TMS an incredibly powerful tool in neuroscience research and 
clinical practice alike (Corp et al., 2020; Ekhtiari et al., 2019; Enokibara et al., 2016). 
Thus, it facilitates the neural modulation of specific brain areas, making it possible to 
examine their functional roles (Guse et al., 2010; Kaminski et al., 2011).

1.3.3 EEG
EEG is a non-invasive technique that records the electrical activity of neurons in the 
brain. It works by recording the electrical activity of neurons using electrodes placed on 
the scalp, producing an electroencephalogram (EEG) trace. It has been used for decades 
to measure neuronal responses, such as sleep stages, seizures, and changes in alertness. 
This technology has proved invaluable in both clinical settings and research. In clinical 
diagnosis, it is an important tool for diagnosing diseases such as epilepsy and dementia 
(Dippel et al., 2016; Michel & Brunet, 2019). 

In research, EEG recordings allow for the observation and analysis of neural activity 
patterns. The analysis of EEG has become much more sophisticated with the development 
of digital technologies. Instead of merely relying on visual inspection, EEG signals can now 
be studied in a more comprehensive way. Temporal and spatial characteristics such as 
amplitude and frequency modulations over time can be studied, providing insights into 
how conditions like epilepsy, sleep disorders, dementia, or any other disorder that may 
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1 affect brain function. This technique also allows valuable 
insights into the functioning of healthy brains during resting-
state or specific tasks or activities. Ultimately, these studies 
help in understanding how specific electrophysiological brain 
responses are associated with cognitive processes such as 
memory, attention, and decision-making (Michel & Brunet, 
2019; Smulders et al., 2018). 

Perhaps the most important contribution of EEG is that it 
provides valuable information about neuronal processes with 
high temporal resolution, allowing us to observe changes in 
neural activity occurring over millisecond timescales (Michel 
& Brunet, 2019). Nevertheless, it has a major limitation in 
its poor spatial resolution. This means that it can be difficult 
to determine where in the brain certain electrical signals 
are originating from and what type of neuronal activity is 
associated with them. As such, while EEG provides useful 
information about overall levels of brain activity, it cannot 
always provide detailed insight into which specific areas of 
the brain are involved in particular cognitive processes or behaviors (Michel & Brunet, 
2019; Oostenveld et al., 2011).

1.4 THE NEUROSCIENCE OF RISK-TAKING BEHAVIOR
Decision neuroscience and neuroeconomics have uncovered some important findings 
about risk-taking behavior. Here, I give a general overview of some of the most relevant 
findings on this growing field of research, the current state of research, and literature 
gaps. 

The literature on the neuroscience of risk-taking behavior mainly includes neuroimaging 
studies using fMRI (Mohr et al., 2010). Taken together, these studies suggest the 
involvement of frontolimbic circuits in the processing and modulation of decision-
making under risk. These areas include the basal ganglia (Burke & Tobler, 2011; Kohno 
et al., 2015; Kuhnen & Knutson, 2005; Mohr et al., 2010; Pollak et al., 2019), the insular 
cortex (Clark et al., 2017; Kuhnen & Knutson, 2005; Paulus et al., 2003; Xue et al., 2010), 
and specific areas of the prefrontal cortex (i.e., Brand et al., 2007; Clark et al., 2017; 
Floden et al., 2008; Galvan et al., 2006; Vorhold et al., 2007). 

The basal ganglia has been found to be involved in evaluating the potential reward or 
punishment associated with a particular action (e.g., taking a risk) (Mohr et al., 2010), 
while the insular cortex is thought to be involved in processing the emotional aspects 
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In research, EEG recordings allow for the observation 
and analysis of neural activity patterns. The analysis 
of EEG has become much more sophisticated with the 
development of digital technologies. Instead of 
merely relying on visual inspection, EEG signals can 
now be studied in a more comprehensive way. Tem-
poral and spatial characteristics such as amplitude 
and frequency modulations over time can be studied, 
providing insights into how conditions like epilepsy, 
sleep disorders, dementia, or any other disorder that 
may affect brain function. This technique also allows 
valuable insights into the functioning of healthy 
brains during resting-state or specific tasks or activi-
ties. Ultimately, these studies help in understanding 
how specific electrophysiological brain responses are 
associated with cognitive processes such as memory, 
attention, and decision-making (Michel & Brunet, 
2019; Smulders et al., 2018).  

Perhaps the most important contribution of EEG is that it provides valuable in-
formation about neuronal processes with high temporal resolution, allowing us 
to observe changes in neural activity occurring over millisecond timescales 
(Michel & Brunet, 2019). Nevertheless, it has a major limitation in its poor spatial 
resolution. This means that it can be difficult to determine where in the brain 
certain electrical signals are originating from and what type of neuronal activity 
is associated with them. As such, while EEG provides useful information about 
overall levels of brain activity, it cannot always provide detailed insight into 
which specific areas of the brain are involved in particular cognitive processes or 
behaviors (Michel & Brunet, 2019; Oostenveld et al., 2011). 

 

11..44  TTHHEE  NNEEUURROOSSCCIIEENNCCEE  OOFF  RRIISSKK--TTAAKKIINNGG  BBEEHHAAVVIIOORR  
Decision neuroscience and neuroeconomics have uncovered some important 
findings about risk-taking behavior. Here, I give a general overview of some of 
the most relevant findings on this growing field of research, the current state of 
research, and literature gaps.  

The literature on the neuroscience of risk-taking behavior mainly includes neu-
roimaging studies using fMRI (Mohr et al., 2010). Taken together, these studies 
suggest the involvement of frontolimbic circuits in the processing and modula-
tion of decision-making under risk. These areas include the basal ganglia (Burke 
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of risk (e.g. fear or excitement) (Clark et al., 2017). The prefrontal cortex, and more 
specifically the dorsomedial prefrontal cortex (DMPFC), orbitofrontal cortex (OFC), 
ventromedial prefrontal cortex (VMPFC), and dorsolateral prefrontal cortex (DLPFC), 
have been related to higher-level cognitive processes such as valuation, planning, 
inhibitory control, decision-making, and the modulation of risk-taking behavior (Rao et 
al., 2008). 

A meta-analysis published by Moth et al. (2010) reviewed fMRI studies studying risk-
taking. Their results indicate that different brain structures are involved in different 
phases of risky decision-making. Namely, the anterior insula and thalamus are 
associated with the emotional processing of risk, while the DMPFC would be involved 
in the cognitive processing of risk, and the decision during risk would be processed 
by the DLPFC and the parietal cortex (Mohr et al., 2010). This meta-analysis indicates 
that different neuroimaging studies exploring risk-taking behavior can yield considerably 
different results, depending on the choice contexts during which participants’ risk-taking 
behavior is evaluated. 

Other than fMRI studies, some important insights into the processing of decision-making 
under risk come from research using EEG. These studies have focused mainly on analyses 
of feedback-related negativity (FRN), which reflects frontal medial activity (Polezzi et al., 
2010). In general, it is accepted that the FRN amplitude reflects the process of coding 
ongoing evaluation and predicting future gains and losses (Gehring & Willoughby, 2002; 
Polezzi et al., 2010; Yeung & Sanfey, 2004), which is correlated with risk-taking behavior.

Other EEG studies have explored the correlation between specific oscillatory patterns 
and risk-taking behavior. For example, a study conducted by Lee and Jeong (2013) 
found a correlation between cross-frequency phase–amplitude coupling (CFPAC) and 
risk-taking behavior. A significant negative correlation was found between frontal and 
centroparietal CFPAC and two independent measures of risk-taking behavior. A positive 
correlation was found between the right temporal and parietal CFPAC and risk-taking 
behavior. These results indicate that high risk-taking behavior is correlated with lower 
communication between frontal control and valuation networks (Lee & Jeong, 2013). 
In the same direction, different studies indicate a correlation between frontal low-
frequency activity (beta and theta range) and risk-taking behavior (Gianotti et al., 2009; 
Massar et al., 2012, 2014; Schiller et al., 2014; Studer et al., 2013). This relationship will 
be further explored in the next section. 

A third and emerging line of research comes from the study of risk-taking behavior using 
NIBS. Although less numerous, these studies allow inference of the causal relationship 
between the activity of specific brain areas and decision-making under risk, which cannot 
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1 be obtained with the use of neuroimaging techniques (Levasseur-Moreau & Fecteau, 
2012; Minati et al., 2012). Nevertheless, since NIBS methods mainly target cortical areas, 
the vast majority of these studies target the DLPFC (Boggio, Campanhã, et al., 2010; 
Boggio, Zaghi, et al., 2010; Dantas, Sack, et al., 2021; Fecteau et al., 2014; Fecteau, Knoch, 
et al., 2007; Fecteau, Pascual-Leone, et al., 2007; Khaleghi et al., 2020; Levasseur-Moreau 
& Fecteau, 2012; Minati et al., 2012; Sela et al., 2012), overlooking important brain areas 
that are involved in the processing of risk-taking behavior due to its size or anatomical 
positioning. The possibility of exploring the functional role of smaller or deeper cortical 
areas in risk-taking behavior is frequently compromised by technical limitations. 

From the studies using NIBS to study risk-taking behavior, the work of Knoch et al. 
(2006) is perhaps the most influential. This study demonstrated that stimulating the 
right DLPFC using low-frequency TMS leads to increases in risk-taking behavior (Knoch et 
al., 2006). These findings reinforce the importance of the right DLPFC in the modulation 
of risk-taking behavior. Different studies have tested this relationship using tDCS with 
different settings (e.g., Boggio, Zaghi, et al., 2010; Fecteau, Knoch, et al., 2007; Gilmore 
et al., 2018; Khaleghi et al., 2020). However, these studies at times yielded contradictory 
results. For example, Fecteau et al. (2007) observed a reduction in risk-taking behavior 
using right anodal/left cathodal tDCS (Fecteau, Knoch, et al., 2007). As previously 
described, anodal stimulation is thought to facilitate neuronal activity, and therefore this 
setting would facilitate the activity of the right DLPFC. Considering the results obtained 
by Knoch et al. (2006), one would expect that this setting would lead to an increase in 
risk-taking behavior and yet the results obtained by Facteau and colleagues (2007) show 
a reduction of this type of behavior. 

There are still many aspects of the underlying neural basis of risk-taking behavior that 
remain unclear. For example, it is still unclear how network recruitment during risky 
decision-making occurs or the causal relationship between each area and risk-taking 
behavior. Moreover, we still do not fully understand how our brain identifies risk, reacts to 
it, analyzes the possibilities, and ultimately chooses one of these possibilities. Furthermore, 
a number of factors have been found to influence an individual’s propensity to take risk, 
including their age, gender, personality type, and previous experiences. Nevertheless, 
the extent of such an influence is still unclear. Understanding how the brain processes 
decision-making under risk can help elucidate these questions and guide the consequent 
development of more accurate models to predict individual risk-taking. In this dissertation, 
I explore several of these questions, which are divided into three main parts:

PART I - THE CODE: THETA-BAND OSCILLATIONS AND RISK-TAKING 
BEHAVIOR
The findings of Soutschek et al. in 2021 demonstrated that theta-band oscillations 
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may play a key role in cognitive control by providing a link between memory and 
metacognition during decision-making processes. This suggests that theta oscillations 
may be involved in complex behaviors, such as those related to decision-making under 
risk, which can include processing memories and evaluating options while considering 
expected outcomes. The research provides further evidence for an integrative role 
of theta oscillations within cognitive control mechanisms, potentially leading to an 
improved understanding of how behavior is regulated by higher brain functions. 

Theta-band oscillations appear to be involved in a range of functions, including 
monitoring performance and adjustments following errors, suggesting that they play an 
essential role in decision-making. Several studies, including Cavanagh & Frank (2014), 
Massar et al. (2012), Cohen & Donner (2013), Womelsdorf et al. (2010), and Schiller 
et al. (2014), reinforce this importance of frontal theta-band activity, proposing that 
this oscillatory pattern is associated with rule identification and inhibitory control. 
This has been supported by research that has shown that higher levels of theta-band 
power are linked to increased accuracy during tasks requiring cognitive control, such as 
working memory tasks or those involving inhibition or switching between different rules 
(Cavanagh & Frank, 2014; Cohen & Donner, 2013; Massar et al., 2012, 2014; Pinner & 
Cavanagh, 2017; Schiller et al., 2014). Hence, this section, named “the code” explores 
the role of frontal theta-band activity as the “code” used by prefrontal areas to identify 
rules and recruit inhibitory control during risk-taking behavior. 

Studies using EEG suggest that an individual’s resting-state frontal theta-power is 
correlated with their levels of risk proneness, with higher frontal theta-band asymmetry 
(right minus left theta-power) correlated to higher risk-taking behavior (Gianotti 
et al., 2009; Schiller et al., 2014). This indicates that there may be an underlying 
electrophysiological mechanism involving theta-band activity, which contributes to the 
processing of decision-making under risk. If this is indeed the case, determining the 
levels of resting-state frontal theta-band activity might be a measure of risk-proneness 
independent of any task and explain heterogeneous risk attitudes among individuals. 

To investigate the role of frontal theta-band oscillations in the neural processing of 
risk-taking behavior, in Chapter 2, I explore the functional role of frontal theta-band 
oscillations in risk-taking behavior, using tACS. With this technique, it is possible to 
stimulate the brain at this specific oscillatory pattern and modulate risk-taking behavior. 

In Chapter 2, I use a single blinded within-subject design, stimulating the left DLPFC 
with three different tACS protocols (one per session): theta (6.5 Hz), gamma (40 Hz), 
and sham stimulation. The participants performed the MGT during stimulation. This 
study also included EEG measurements aimed at measuring frontal theta-power 
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1 before task and stimulation and potential changes immediately after the stimulation 
protocols. With this design, I could investigate the role of frontal theta-band activity in 
risk-taking behavior by assessing the behavioral changes when left theta-band activity is 
exogenously increased with tACS. 

Chapter 3 follows up on Chapter 2 and investigates the role of laterality in the 
electrophysiological mechanism of risk-taking modulation. To better understand the 
electrophysiological role of theta-band activity in the modulation of risk, I evaluated 
whether the effects are dependent on the hemisphere that is stimulated. Chapter 3 
also adds the intensity of stimulation as a factor, in line with recent studies exploring 
the effects of low-and high-intensity tACS and how the different intensities might affect 
the results observed. To that end, I used a single blinded within-subject design, with 
two sessions, during which I stimulated either the right or left DLPFC. In each session, 
participants received low intensity (1.5 mA), high intensity (3 mA), or sham tACS during 
task execution in a counterbalanced fashion. Again, I performed EEG measurements 
before and immediately after each stimulation protocol. 

The two studies in this section explored the functional role of frontal theta-band activity 
in risk-taking behavior and deepened the knowledge of how this electrophysiological 
mechanism occurs. More details in each chapter follow by the end of this introduction. 

PART II - THE CONTROLLER: PREFRONTAL CORTEX AND RISK-
TAKING BEHAVIOR
The prefrontal cortex is the part of the brain believed to be responsible for executive 
function, or cognitive control (Cavanagh & Frank, 2014; Figner et al., 2010), hence “the 
controller”. This includes higher-level thinking skills like planning, decision-making, 
working memory and attention span regulation, goal setting and monitoring progress 
towards achieving goals, self-regulation of emotions and behavior to ensure social 
appropriateness in interactions with others (Carlén, 2017; Milad & Quirk, 2002). Of 
interest for this dissertation, the prefrontal cortex is believed to play a pivotal role in 
risk assessment. When presented with uncertain situations or decisions that involve 
multiple variables (such as costs vs. benefits), this area is fundamental for evaluating 
potential consequences before taking action, inhibiting impulsive behaviors that could 
have negative outcomes in the future, and understanding cause-and-effect relationships 
between actions taken now and future results they might produce; all of which are 
essential functions required by humans to be successful in their lives (Carlén, 2017; 
Figner et al., 2010; Hoban et al., 2016; Milad & Quirk, 2002; Wokke et al., 2017).

There are yet many open gaps in the current literature regarding the specific functional 
roles of two important brain areas in the prefrontal cortex involved in risk-taking 
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behavior: the VMPFC and the DLPFC 
(Knoch et al., 2006; Schiller et al., 2014). 
Both areas have been linked to risk-taking 
behavior in numerous neuroimaging 
studies (Burke & Tobler, 2011; Floden 
et al., 2008; Lee & Jeong, 2013; Polezzi 
et al., 2010). The VMPFC is located at 
the front of the brain, just behind the 
forehead, and has been associated with 
a range of cognitive processes, including 
decision-making, emotion regulation, and 
evaluation of rewards (S. W. Anderson et 
al., 1999; Clark et al., 2017). The DLPFC 
is positioned further back in the frontal 
lobe and is thought to be involved in 
executive functions, such as planning and 
goal-directed behavior (Lowe et al., 2014; 
Rudorf & Hare, 2014). 

As previously mentioned, a number of 
studies have explored the functional 
relationship between DLPFC activity and 
the modulation of risk-taking behavior, 
establishing the role of this area in executive 
control (Boggio, Zaghi, et al., 2010; Fecteau 
et al., 2007; Guo et al., 2018; Knoch et al., 
2006; Lowe et al., 2014; McNeill et al., 
2018; Minati et al., 2012). Nevertheless, 
despite their close proximity, access to the 
VMPFC is compromised by its anatomical 
positioning, which makes the noninvasive 
stimulation of this area considerably 
more challenging (Cho et al., 2010; Zack 
et al., 2016). Therefore, research into the 
exact functional relationship between 
VMPFC activity and risk-taking behavior 
using brain stimulation techniques, such 
as transcranial magnetic stimulation, 
has yet to be explored. Yet, recent coil 
developments now allow targeting deeper 
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PPAARRTT  IIII  --  TTHHEE  CCOONNTTRROOLLLLEERR::  PPRREEFFRROONNTTAALL  CCOORRTTEEXX  AANNDD  RRIISSKK--TTAAKKIINNGG  BBEE--
HHAAVVIIOORR  
The prefrontal cortex is the part of the 
brain believed to be responsible for execu-
tive function, or cognitive control 
(Cavanagh & Frank, 2014; Figner et al., 
2010), hence “the controller”. This includes 
higher-level thinking skills like planning, de-
cision-making, working memory and atten-
tion span regulation, goal setting and mon-
itoring progress towards achieving goals, 
self-regulation of emotions and behavior to 
ensure social appropriateness in interac-
tions with others (Carlén, 2017; Milad & 
Quirk, 2002). Of interest for this disserta-
tion, the prefrontal cortex is believed to 
play a pivotal role in risk assessment. When 
presented with uncertain situations or de-
cisions that involve multiple variables (such 
as costs vs. benefits), this area is funda-
mental for evaluating potential conse-
quences before taking action, inhibiting im-
pulsive behaviors that could have negative 
outcomes in the future, and understanding 
cause-and-effect relationships between ac-
tions taken now and future results they 
might produce; all of which are essential 
functions required by humans to be suc-
cessful in their lives (Carlén, 2017; Figner et 
al., 2010; Hoban et al., 2016; Milad & Quirk, 
2002; Wokke et al., 2017). 

There are yet many open gaps in the cur-
rent literature regarding the specific func-
tional roles of two important brain areas in 
the prefrontal cortex involved in risk-taking 
behavior: the VMPFC and the DLPFC (Knoch 
et al., 2006; Schiller et al., 2014). Both areas 
have been linked to risk-taking behavior in 
numerous neuroimaging studies (Burke & Tobler, 2011; Floden et al., 2008; Lee 

FIGURE 4 - PREFRONTAL CORTEX ANA-
TOMICAL POSITIONING. FIGURE DEPICTS 
THE PREFRONTAL CORTEX IN LATERAL 
(LEFT SIDE VISIBLE) AND MID-SAGITTAL 
VIEWS (CUT IN THE MINIATURE). DUE TO 
ITS ANATOMICAL POSITIONING, THE 
DLPFC AND VMPFC ARE DEPICTED IN 
DIFFERENT VIEWS OF THE BRAIN, WITH 
THE DLPFC VISIBLE IN THE LATERAL VIEW 
AND THE VMPFC IN THE MID-SAGITTAL 
CUT. 

FIGURE 1.4 - PREFRONTAL CORTEX 
ANA-TOMICAL POSITIONING. FIGURE 
DEPICTS THE PREFRONTAL CORTEX 
IN LATERAL (LEFT SIDE VISIBLE) AND 
MID-SAGITTAL VIEWS (CUT IN THE 
MINIATURE). DUE TO ITS ANATOMICAL 
POSITIONING, THE DLPFC AND VMPFC 
ARE DEPICTED IN DIFFERENT VIEWS OF 
THE BRAIN, WITH THE DLPFC VISIBLE IN 
THE LATERAL VIEW AND THE VMPFC IN 
THE MID-SAGITTAL CUT.
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1 cortical areas, such as the VMPFC (Cho et al., 2015), which was used in Chapter 4.

Chapter 4 includes a study using a generally inhibitory transcranial magnetic stimulation 
(TMS) protocol in combination with adequate coils to stimulate the VMPFC and the DLPFC 
independently and evaluate how the inhibition of such areas affects decision-making 
under risk. This study had two main objectives. First, I replicated the findings of Knoch 
et al. (2006) by increasing risk-taking behavior after the disruption of rDLPFC activity. 
However, unlike Knoch et al. (2006), I employed a continuous theta-burst stimulation 
(cTBS) protocol, which is a mainly inhibitory protocol and yet of faster application. cTBS 
has an application duration of 40 seconds, while the low-frequency (1 Hz) repeated 
TMS protocol used by Knoch et al. (2006) has an application duration of 15 minutes. 
Both protocols have mainly inhibitory effects lasting several minutes after stimulation. 
Second, I evaluated how the inhibition of the VMPFC (also using the same cTBS protocol) 
would affect risk-taking behavior. 

PART III - THE SECRET RULERS: BACTERIA, AND A CERTAIN GUT 
FEELING
A crescent and influential line of research in neuroscience indicates that human cognition, 
and potentially human decision-making, involves networks beyond the brain and the 
central nervous system (CNS). These studies indicate the involvement of a bidirectional 
network known as the gut–brain axis (GBA) in human cognition (e.g., de Araujo et al., 
2012; Foster et al., 2017; Ganz, 2021; Mayer, 2011). The GBA could therefore be an 
influential part of this network or a “secret ruler” participating in our decision-making. 
Following this line of research, I extrapolate the limits of the central nervous system 
(CNS) by investigating if and how the GBA affects human decision-making and, more 
specifically, risk-taking behavior. 

The GBA is a bidirectional network through which the brain and the enteric nervous 
system (ENS) communicate and influence each other’s activity. In fact, the ENS has 
a neuronal complexity only comparable to our central nervous system (Ganz, 2021), 
being composed of more than 200 million neurons, equal to or more than our spinal 
cord (Damasio, 2019). In addition, gut epithelial cells are also able to generate and 
transmit nervous information (Bohórquez et al., 2015), and the production of important 
neurotransmitters such as dopamine, serotonin, and GABA are dependent on the 
bacteria present in our gut (Dinan et al., 2013; Het et al., 2009; Messaoudi et al., 2011; 
O’Mahony et al., 2015; Sarkar et al., 2016). 

Studies using both animal models and human participants showed the importance of 
the GBA in important cognitive processes such as stress reactivity, mood, and higher 
cognitive functions (C. Anderson et al., 2019; Bercik et al., 2011; Carabotti et al., 2015; 
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Dantas, Jiao, et al., 2021; Dinan et al., 2013; Enders, 2018; Foster et al., 2017; Ganz, 
2021; Messaoudi et al., 2011; Ming et al., 2018). At this point, the mechanism via 
which this influence happens is still being clarified, but the effects of changes in the 
gut microbiota in high-order cognitive processes are being demonstrated in a crescent 
number of studies.

The GBA has also been shown to play a key role in decision-making in animal models, 
and the potential replication of such findings with humans is remarkable. Despite its 
constant presence in our everyday language when we talk about our decisions with 
expressions such as “gut feelings”, “gutted” or “go with your guts”, our guts have been 
vastly neglected until quite recently by neuroscience (Dinan et al., 2013; Sarkar et al., 
2016). And even more so by decision neuroscience. Therefore, I explore in Chapter 5, I 
explore the role of the gut-brain axis in human decision-making. 

In Chapter 5, I demonstrate how both risk-taking behavior and decision-making over 
time are affected after the prolonged intake of probiotics. In this study, I used a double-
blinded placebo-controlled design. Each participant was randomly assigned to a 
protocol in which she took either 30 days of probiotics or placebo. To evaluate changes 
in decision-making, I used a sequence of economic games and compared participants’ 
results before and after the probiotics/placebo protocol (Dantas et al., 2022). 

1.8 CHAPTERS OUTLINE

Chapter 2 – Reduced risk-taking behavior during frontal oscillatory theta-
band neurostimulation
This study provides direct empirical evidence of the functional relationship between 
prefrontal theta-band activity and risk-taking behavior. Through a within-subject 
experiment, thirty-one healthy participants received theta (6.5 Hz), gamma (40 Hz), and 
sham tACS over the left DLPFC. Risk-taking behavior, response times, sensitivity to value, 
and outcome probabilities were assessed during the different stimulation protocols. 

Chapter 3 – Modulating risk-taking behavior with theta-band tACS
Despite the uncertainty of neural processes underlying decision-making under risk, 
neuroimaging and electrophysiological studies suggest a crucial role of frontal theta-
band activity. However, non-invasive brain stimulation studies have yielded inconsistent 
findings. Thus, this study aimed to confirm the functional relationship between frontal 
theta-band activity and risk-taking behavior, as well as to investigate hemispheric 
lateralization. I tested with theta-band tACS over the left and right dorsolateral prefrontal 
cortex (DLPFC), with lower (1.5 mA) and higher (3 mA) intensities. 
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1 Chapter 4 – The functional relevance of right DLPFC and VMPFC in risk-taking 
behavior
This study used TMS to investigate the functional relevance of the right dorsolateral 
prefrontal cortex (rDLPFC) and VMPFC in risk-taking behavior. Based on the current 
literature, I hypothesized that, compared to sham stimulation, stimulation of the VMPFC 
would lead to a reduction in risk-taking behavior, while stimulation of the rDLPFC would 
lead to an increase. To that end, I used cTBS, a mainly inhibitory TMS protocol, to inhibit 
the activity of each area and compare the resulting behavioral responses. 

Chapter 5 – The effects of probiotics on risk and time preferences
Although animal models, human neuroimaging, and lesion studies revealed that the gut 
microbiota influences the interaction between the central and enteric nervous systems 
via the gut–brain axis, no studies so far have investigated how it affects human decision-
making with healthy participants. To explore this question, I conducted a placebo-
controlled double-blinded design to evaluate participants’ risk-taking behavior and 
intertemporal choices. Participants were randomly divided into two groups to receive 
daily doses of either probiotic or placebo. Their behavioral responses were evaluated in 
two sessions before and after the probiotics/placebo intake. 
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ABSTRACT
Most of our decisions involve a certain degree of risk regarding the outcomes 
of our choices. People vary in the way they make decisions, resulting in 
different levels of risk-taking behavior. These differences have been linked 
to prefrontal theta-band activity. However, a direct functional relationship 
between prefrontal theta-band activity and risk-taking has not yet been 
demonstrated. We used noninvasive brain stimulation to test the functional 
relevance of prefrontal oscillatory theta activity for the regulatory control 
of risk-taking behavior. 

In a within-subject experiment, 31 healthy participants received theta (6.5 
Hertz [Hz]), gamma (40 Hz), and sham transcranial alternating current 
stimulation (tACS) over the left prefrontal cortex (lPFC). During stimulation, 
participants completed a task assessing their risk-taking behavior as well 
as response times and sensitivity to value and outcome probabilities. 
Electroencephalography (EEG) was recorded before and immediately 
after stimulation to investigate possible long-lasting stimulation effects.

Theta-band, but not gamma band or sham, tACS led to a significant 
reduction in risk-taking behavior, indicating a frequency-specific effect 
of prefrontal brain stimulation on the modulation of risk-taking behavior. 
Moreover, theta-band stimulation led to increased response times and 
decreased sensitivity to reward values. EEG data analyses did not show an 
offline increase in power in the stimulated frequencies after the stimulation 
protocol. These findings provide direct empirical evidence for the effects 
of prefrontal theta-band stimulation on behavioral risk-taking regulation. 

KEYWORDS: TACS, RISK-TAKING BEHAVIOR, THETA ACTIVITY, THETA 
FREQUENCY, DECISION NEUROSCIENCE
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2.1 INTRODUCTION
Human decision-making often includes a certain degree of risk regarding its outcomes 
and outcome probabilities. Take, for example, financial investments, driving above 
the speed limit, or simply trying a new cuisine. In all of these situations, and many 
others, the outcomes of our decisions and actions cannot be predicted with absolute 
certainty. A decision-maker exhibits risk-taking behavior in these situations. Risk-taking 
is inevitable and may not only have (un)desired personal but also social and economic 
impacts (Trimpop, 1994). Therefore, the regulatory control of risk-taking behavior is of 
utmost importance for human decision-making. 

During decision-making under risk, a complex mechanism is at work. This mechanism 
codes and flexibly evaluates the context, outcome probabilities, and previous information 
to define the optimal level of risk to be taken (Kuhnen and Knutson, 2005). Despite 
what is expected from pure rational models, risk-taking behavior is not consistent across 
different contexts, and the optimal decision is often rejected (Brand et al., 2007). These 
inconsistencies are likely a consequence of the complexity of the neural mechanisms 
involved in risk-taking behavior and the control thereof, which have been extensively 
explored by previous studies (e.g., 3–6). Namely, risk-taking behavior is the result of 
a complex interplay between emotional responses to possibilities of reward (limbic 
activity) and the inhibition of such responses via the activation of frontal control regions 
(Floden et al., 2008). Among these, the ventromedial prefrontal cortex (VMPFC) and 
dorsolateral prefrontal cortex (DLPFC) are critical areas responsible for signaling the 
need for strategy adjustment and executive control, respectively (Galvan et al., 2006). 
However, the exact mechanism underlying such signaling processes remains unclear. 

Electroencephalography (EEG) studies have shown that participants with a higher 
theta power (4–8 Hertz [Hz]) in the right prefrontal cortex (rPFC) compared to the left, 
i.e., a higher frontal theta-band asymmetry, displayed more risk-taking behavior during 
gambling tasks (Gianotti et al., 2009; Studer et al., 2013a). Recent literature confirms the 
inverse relationship between risk-taking behavior and frontal theta power, where more 
risk aversion is observed in participants with higher frontal theta power and vice-versa 
(Schmidt et al., 2019b, 2018). Furthermore, other studies show a positive correlation 
between error detection, cognitive control, and increased right VMPFC theta power 
(Gallagher et al., 2009). 

Moreover, theta oscillations are involved in neural network communication when 
cognitive control is required (Cavanagh and Frank, 2014). Prefrontal theta oscillations 
may therefore represent part of the signaling mechanism by which the VPMFC recruits 
the DLPFC in case recruitment of regulatory mechanisms is needed upon the detection 
of a risky context. However, although these EEG studies indicate that theta oscillations 
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are related to risk-taking behavior, the functional behavioral relevance of this oscillatory 
pattern in the regulation of risk-taking has yet not been shown. 

Noninvasive brain stimulation, such as transcranial alternating current stimulation (tACS), 
offers the possibility of inducing temporary oscillatory patterns in specific brain regions 
by applying changing electric currents on the scalp, transiently modulating brain activity. 
This allows the probing of the relationship between frequency patterns and behavioral 
responses (Reato et al., 2013a). To investigate the role of theta-band frontal asymmetry in 
risk-taking behavior, Sela and colleagues (2012) applied theta-band tACS over the right and 
left DLPFC while participants performed the Balloon Analog Risk Task. After left, but not 
right, DLPFC theta-band stimulation, an increase in risk-taking behavior was found. This was 
not in line with prior EEG studies hypothesizing that right DLPFC stimulation increases risk-
taking behavior by increasing frontal asymmetry, while left DLPFC tACS reduces risk-taking 
behavior due to an increase in theta-band activity in the left hemisphere and consequent 
asymmetry reduction (Gianotti et al., 2009; Studer et al., 2013a). Sela and colleagues 
(2010) speculated that their findings may be due to a disruption of interhemispheric 
balance in participants’ natural frontal asymmetry (Sela et al., 2012). The authors were not 
able to make conclusions about the frequency specificity of the stimulation as no control 
frequencies had been applied (Feurra et al., 2012). Moreover, they opted for using the 
Balloon Analog Task to estimate risk. This task mostly measures impulsivity and evaluates 
uncertainty rather than risk, which is a different economic construct (Lejuez et al., 2002) 
since the probabilities are not explicit to participants. 

The present study aims at investigating this functional relationship between frontal 
theta-band oscillations and risk-taking behavior. Although previous studies (Gianotti et 
al., 2009; Studer et al., 2013b) have shown a correlation between resting-state frontal 
theta-band asymmetry and risk-taking behavior, no direct causal relationship between 
theta-band activity and risk-taking behavior regulation has thus far been shown. We 
therefore applied tACS to the left DLPFC in theta-band (6.5 Hz) while participants 
performed a risk-taking task to affect frontal theta-band activity and, as proposed 
by Sela and colleagues (2012), disrupt frontal theta-band asymmetry. Moreover, we 
applied gamma band (40 Hz) tACS and sham stimulation as controls. We chose gamma 
band tACS as a control frequency as it has not been linked to risk-taking behavior thus 
far. We also implemented a new behaviorally controlled risk-taking protocol paired with 
financial incentives for more robust measures of risk-taking behavior. 

Considering that the EEG recording during tACS protocols is still a suboptimal option 
(Bland and Sale, 2019), we used EEG recordings before and immediately after the 
transcranial brain stimulation to monitor possible long-lasting power changes in the 
stimulated frequencies. These measurements aimed to investigate a possible functional 
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relationship between electrophysiological effects and behavioral results. 

We hypothesized that, compared to sham and gamma band stimulation, theta-band 
stimulation to the left DLPFC decreases risk-taking behavior, confirming the central 
regulatory role of theta frequencies on the electrophysiological mechanism underlying 
the modulation of risk-taking behavior (Başar et al., 2001; Gianotti et al., 2009). 

To test this hypothesis, we used a within-subjects design in which participants went 
through three different tACS protocols. In each session, participants received either 
theta (6.5 Hz), gamma (40 Hz), or sham stimulation. During the period of stimulation, 
participants were asked to play a computer gambling game in which they had to opt 
between two different bets with various payoffs and probabilities of winning, named 
the Maastricht Gambling Task (MGT). EEG recordings were performed before and after 
the stimulation period for three minutes in each block. More details of the experimental 
design and procedure can be found in Section 2.2. 

Figure 2.1 – Graphical abstract 
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2.2 METHODS

2.2.1 Sample 
Thirty-two healthy, right-handed students (16 female, mean age 23.8 years, range 
18–31 years, SD = 3.45) participated in this study. All participants had normal or 
corrected-to-normal vision and gave written informed consent after being introduced 
to the experiment. They were screened for tACS safety, following the recommended 
procedures of Antal and colleagues (2017) (Antal et al., 2017), screening for, e.g., skin 
diseases, implants, neurological disorders, pregnancy, and medication.

The study was approved by the Ethics Review Committee Psychology and Neuroscience 
(ERCPN) of Maastricht University, The Netherlands (ERCPN 188_07_02_2018). 
Participants were compensated, in the form of vouchers with monetary value, based 
on the choices they made and luck in the risk-taking task and for participating in the 
experiment. The stimulation was well tolerated by 31 out of 32 participants. One 
participant reported skin redness in the area of the stimulation after participating in 
session 1 and therefore decided to stop participation in the experiment. The results of 
this participant were excluded from the analyses. 

2.2.2 Procedure
Each participant received theta-band (6.5 Hz), gamma band (40 Hz), and sham tACS 
in three separate sessions. The sessions were separated by an average of seven days 
(+/-1) to avoid carry-over effects. Figure 2.2 provides an overview of our procedure and 
experimental design. The order of stimulation conditions (interventions) was randomized 
across participants.

Figure 2.2 – Experimental Design
General experimental procedures showing timing, EEG recordings, task presentation, 
and experimental conditions.
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Participants were invited to the laboratory, where they reviewed the participant 
information and signed the safety pre-experimental check and the written consent form. 
In each session, participants were informed about the experimental procedures and 
task and positioned at the workstation where the tACS and EEG electrodes were placed. 
EEG was measured before and after the stimulation. During tACS, participants had to 
perform the computerized MGT. 

Participants were informed at the beginning of the session that by the end of it, one 
random trial of the task would be selected for payment. They were asked to use an 
online random number generator to determine the number of the trial that would be 
paid out. This was done in each of the three sessions. During the task, experimental 
currency was expressed as points. Every point earned in the selected trial was converted 
to € .10. All participants also received a participation fee of € 7.5 per hour (1.5 hours 
per session). The payments varied between € 33.75 and € 63.75 and were made only 
after the third session. All task details and payment rules were explained before the task 
(Figure 2.2). 

2.2.3 Maastricht Gambling Task (MGT)
A customized experimental protocol to elicit and assess risk-taking behavior was 
developed based on the widely used “risk task” (Rogers et al., 1999), also known as the 
Cambridge Gambling Task (CGT). The CGT is a valid measurement of risk-taking behavior 
(Deakin et al., 2004; Yazdi et al., 2019), controlling for impulsivity, and has been used 
in multiple studies using noninvasive brain stimulation (Boggio et al., 2010; Fecteau et 
al., 2014; Knoch et al., 2006; Valasek et al., 2010). However, the CGT does not control 
for memory and wealth effects because the trials are not independent, meaning that 
participants carry gains and losses from the previous trials; moreover, it is confounded 
by loss aversion as participants can lose points during the task. 

Therefore, we developed a revised protocol, the MGT. This computerized task presents 
six boxes (see Figure 2.3 for an example screen) to the participant, which can be colored 
either pink or blue. The number of pink boxes is randomized and ranges from 1 to 5, with 
the remaining boxes being blue. One of the colored boxes hides a token (represented by 
a yellow X), and the participant has to guess the color of the box that hides the token by 
choosing left (pink) or right (blue). 

Each color has a different bet value representing the potential earnings if the chosen 
color is correct (hit). A wrong guess results in zero payoff. For example, in Figure 2.3, the 
trial offers a chance of 3/6 (50%) of earning 50 points if pink is chosen and 3/6 (50%) of 
earning 100 points if blue is chosen. The bet values were selected randomly among five 
different values (5, 25, 50, 75, or 100) for each color in each trial independently. The 
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participant’s goal was to obtain the maximum of points in each trial. To remove the impact 
of loss aversion, the MGT does not allow for losses. Trials have no interdependency in 
the MGT. Payoffs are calculated for each trial independently and are not cumulated over 
trials. This avoids memory and wealth effects.

Finally, participants see all the possible combinations of the five different bet values 
with the different probabilities, resulting in 125 unique trials; therefore, participants can 
perceive that there is no deception and that all possibilities are randomly assigned. Each 
trial is displayed twice, which yields a total of 250 trials in random order to guarantee 
consistent results. Participants had an average of consistency of 100% in the probabilities 
chosen and 93% (standard deviation 4%, median 93%) in terms of risk-taking and average 
value chosen across the repeated trials. No participant made significantly inconsistent 
decisions comparing the two repetitions of each trial in a session. 

The tokens’ location, color distribution, and bet values are determined independently 
and randomly across trials. With this, we guaranteed that there was no deception and 
full randomization. This also minimizes the chance of any specific strategy development. 
All participants were informed explicitly that there was no winning strategy since all 
results were random.

Figure 2.3 – Maastricht Gambling Task (MGT)
Example screen presenting a trial where choosing blue offers a payout of 100 
points with a probability of 3/6 (EV= 50) and pink offers a payout of 50 points and 
a probability of 3/6 (EV=25). In this example, the participant chose the highlighted 
option (blue), and the token (yellow x) was revealed to be hidden behind one of the 
blue boxes. In this example, the participant gained 100 points, presented in white. 

When a participant chooses a color, the choice is highlighted, and the position of the 
token is revealed (Figure 2.3). Therefore, in this same example, if the participant had 
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chosen blue, and the tokens were hidden behind a blue box, she/he would receive 100 
points (as indicated in the white text on the right). 

To gain more insight into the different types of trials, we divided them into three clusters 
according to the differences (or contrasts) in expected values offered by the two options 
(pink and blue), which could capture the difficulty of making a choice in the trial. The 
lower this difference, the more difficult it is for a subject to make a choice. This led to 
the division of trials into the following clusters: low, medium, and high contrast. In our 
analysis, we excluded trials with no difference in expected value since this group of 
options includes fewer trials than the remaining clusters and would not allow balanced 
analyses. Trials with one strictly dominant option, meaning (for simplicity) trials where 
the options have differences in expected value > |65|, were excluded. This exclusion 
was made since these were considered non-informative because these choices are 
considered obvious and would hardly be affected by any environmental or intrinsic 
factor. In total, 204 out of 250 trials were analyzed per session. The cluster division can 
be seen in detail in the supplementary material 2.A.1. 

2.2.4 Transcranial alternating current stimulation (tACS)
We aimed at stimulating the left DLPFC. A small circular (diameter: 2.1cm, thickness: 
2mm) electrode and a large (outer diameter: 11cm; inner diameter: 9cm, thickness: 
2mm) rubber ring tACS electrode (neuroConn, Ilmenau, Germany) were placed using 
conductive gel (Ten20 conductive Neurodiagnostic electrode paste, WEAVER and 
company, Aurora, CO, USA) onto the left DLPFC, with the small electrode positioned 
over F3 (based on the international 10-20 EEG system) and the large electrode around 
it. Electrode positioning and tACS simulation were modeled with SimNIBS (Thielscher et 
al., 2015), as shown in Figure 2.4. 

 

Figure 2.4 – SimNIBS tACS Simulation 
Left lateral (A) and frontal (B) view of the stimulation and coronal cut at F3 to 
show the potential subcortical reach of the stimulation (C). Colors stand for the 
normalized electric field (0–0.35), meaning that the red areas are the areas where 
the electric stimulation has a higher incidence. 
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This ring electrode montage enables a higher spatial focality compared to standard 
rectangular electrodes (Kuo et al., 2013). Alternating current was applied using a 
neuroConn DC-stimulator with remote triggering (neuroConn, Ilmenau, Germany) and 
DataStreamer software (ten Oever et al., 2016), for which we created stimulus protocols 
on Matlab2018b (The Mathworks Inc., Massachusetts, USA) for each condition. 
Stimulation frequency and intensity were set to 6.5 Hz (theta-range stimulation) and 40 
Hz (gamma-range stimulation), and a stimulation intensity of 1.5mA peak to peak, phase 
offset set to 0 and 100 cycles were used for ramping up. Intensities and frequencies 
were defined based on settings used previously in similar experiments (Santarnecchi 
et al., 2019; Sela et al., 2012). For the sham tACS, the current was ramped up at a 6.5 
Hz frequency for 30 seconds and ramped down immediately after. The impedance of 
the tACS electrodes was kept below 15 kΩ during stimulation. The average stimulation 
time lasted 30 minutes. Participants were blind to the stimulation protocol and the 
experimental hypotheses. Questionnaires applied after the experimental session 
confirmed that participants were unaware of the stimulation protocol. 

2.2.5 Electroencephalography (EEG)
EEG electrodes were positioned according to the 10-20 international EEG system around 
the stimulation site (F1 and F5), contralateral to the stimulation site (F2 and F6) and on 
the parietal cortex (P5 and P6), with Cz being used as reference and the left mastoid used 
as ground. EEG measurements were done immediately before and after the tACS, each 
lasting three minutes, to measure resting-state theta-band activity (measurement before 
the stimulation) and the effects of the entrainment (after stimulation). Participants were 
asked to stay with their eyes closed, relaxed and to avoid any movement.

Data were recorded (DC-200 Hz, sampling rate 500 Hz) with a BrainAmp Standard 
EEG amplifier and the BrainVision Recorder software (BrainProducts GmbH, Munich, 
Germany). Impedance levels were kept below 15 kΩ. Offline preprocessing was 
conducted using the Fieldtrip toolbox (Oostenveld et al., 2011) and custom MATLAB 
scripts. EEG recordings were low pass-filtered in the analog domain (cutoff frequency: 
250 Hz) and then digitized (sampling rate: 1000 Hz). Offline preprocessing was performed 
with a notch-filter (50 Hz) to remove electrical noise and demean the data over the full 
dataset. After that, it was segmented into 90 trials of two seconds each. Trials with high 
variance and excessive noise were excluded by visual inspection and variance analyses. 

2.2.6 Statistical methodology
To assure transparency and facilitate the reproducibility of our study, all data collected and 
codes used to analyze them are available at http://dx.doi.org/10.17632/vtz4vt9z5w.1. 
We analyzed the four following different behavioral dependent variables: 1) Risk, 2) 
Probability scores 3) Value, and 4) Response time. 
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2.2.6.1 RISK
The measure of risk-taking behavior should be dependent on both the probabilities of 
outcomes and the value associated with each outcome. In our experiment, betting on 
color 𝑥 (𝑋=blue or pink) in a trial with probability 𝑝 and a payoff of 𝑥 would have an 
expected payoff of xp. For instance, when choosing pink, the probability of being correct 
(a hit) and getting the reward is equal to the proportion of pink boxes during that trial, 
and the probability of being incorrect and getting no reward is equal to the proportion 
of blue boxes. Therefore, the expected payoff from choosing color 𝑋 in a trial is given by 
the following:

𝐸𝑋=𝑥𝑝.		  (1)

For example, in a trial with one blue box with a bet value of 100 and five pink boxes with 
a bet value of five, the expected payoff for blue and pink are, respectively, 16.67 and 
4.17. This makes blue more attractive for a risk-neutral participant. Therefore, an option 
is strictly dominant for a risk-neutral participant if it has a higher expected payoff. 

The measure of risk takes into account the level of variation (Tobler et al., 2007). The 
variance of payoffs from choosing color 𝑋 is given by the following: 

𝑉𝑎𝑟𝑋𝑖=∑𝑝𝑥  −𝐸(𝑋)2.		 (2)

For example, in a trial with one blue box with a bet value of 25, and  five pink boxes with a 
bet value of five, the expected payoffs of both options are the same, 4.17. However, the 
variance of blue (86.81) is much higher than that of pink (3.47). Therefore, the option 
blue is considered riskier than pink. Therefore, for two bets with the same expected 
value, the one with a larger variance is considered riskier. From variance, we calculated 
standard deviation (SD) as our measure of risk-taking behavior (e.g., Myerson, 2005), 
which is our main dependent variable, from now on referred to as “Risk.”

𝑅𝑖𝑠𝑘= 𝑆𝐷=𝑉𝑎𝑟𝑋		 (3)

2.2.6.2 PROBABILITY SCORES
Previous studies have considered only the choice of specific outcome probabilities as an 
indicator of risk (Boggio et al., 2010; Fecteau et al., 2007b; Knoch et al., 2006), meaning 
that in these studies, a choice is typically considered risky if the probability is below 50% 
and safe if its probability is above 50%. To allow a more refined analysis of participant’s 
preferences of probabilities, they were transformed into a scale ranging from -2 to 2. 
The choice of a higher probability was classified with a negative score and that of a 
lower probabilities received a positive score. In simple terms, these scores indicate that 
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options with a higher level of uncertainty have positive scores, while safer options have 
negative scores. These probability scores can be seen in Table 2.1. 

Table 2.1 - Probability Scores  Higher scores indicate that participants chose the trials 
with lower probabilities (risk prone), while lower scores indicate that participants 
chose higher probabilities (risk averse). For example, if a participant chooses blue in a 
trial where the distribution of blue boxes is 1/6 (and pink boxes 5/6), the participant 
would receive a score of 2, indicating that the participant chose the lowest probability 
possible. If in this same trial the participant chooses pink, the score would be -2, 
indicating that this participant chose the highest possible probability.
Pink Blue Choice Probability
5 1 Blue 2
1 5 Pink 2
4 2 Blue 1
2 4 Pink 1
3 3 Pink 0
3 3 Blue 0
4 2 Pink -1
2 4 Blue -1
5 1 Pink -2
1 5 Blue -2

3.2.6.3 VALUE AND RESPONSE TIME
To analyze the average value chosen by a participant in each session, their choices of 
bet values independent of the trial result (being correct or incorrect) were averaged. 
That variable is named Value. Furthermore, response times (RT) were also recorded for 
every decision. 

2.2.6.4 BEHAVIORAL DATA ANALYSES
The behavioral data were preprocessed using custom MATLAB (The Mathworks Inc., 
Massachusetts, USA). We performed a series of linear mixed model analyses to estimate 
the effects of stimulation (sham, theta, and gamma) on risk-taking behavior. Our final 
models were fixed effects models, with participant-specific random effects. All the 
analyses presented normally distributed residuals and showed no heteroscedasticity, 
and no observations were removed as outliers. 

Overall, we constructed linear mixed models where each observation is a unique 
subject-cell pair. Each cell is a unique combination of session and contrast. That is, three 
sessions by  three levels clusters (LC [low contrast], MC [medium contrast], and HC [high 
contrast]), resulting in nine unique observations (cells) per subject. The resulting models 
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can be represented as follows:
 

𝑌𝑖𝑗=γ0+𝑢0𝑖+γ1𝑆𝑡𝑖𝑚𝑖𝑗+γ2𝐶𝑙𝑢𝑠𝑡𝑒𝑟𝑖𝑗+𝜀𝑖𝑗

𝑌𝑖𝑗 stands for each of the behavioral outcome variables; i stands for the i-th participant, 

and j represents the j-th cell; γ0 stands for fixed effect intercept; 𝑢0𝑖 stands for the 
subject-specific random effect; Stim stands for Stimulation condition (sham, theta, 
gamma); and Cluster stands for the three different levels of contrast of the trials (low, 
medium, high contrast). Stim and Cluster are subject-cell specific, hence the subscript ij. 
To analyze the effects of stimulation on risk-taking behavior, measured as the average 
standard deviation of the chosen option (as described above), we fitted a linear 
mixed model, estimated using maximum likelihood (ML) and compound symmetry 
heterogeneous (CSH) covariance structure to predict Risk, with Stimulation and Cluster 
as factors (formula = Risk ~ Stimulation + Cluster + Stimulation * Cluster). 

The analyses of the effects of stimulation on the probability scores used reduced 
maximum likelihood (REML) and heterogeneous Toeplitz (TPH) covariance structure to 
predict Probability scores with Stimulation and Cluster as factors (formula = Probability 
score ~ Stimulation + Cluster + Stimulation * Cluster). 

To estimate the effect of stimulation on the average values, we fitted a linear mixed 
model estimated using REML and CSH as covariance structure to predict Value with 
Stimulation and Cluster as factors (formula = Value ~ Stimulation + Cluster + Stimulation 
* Cluster). 

Finally, to analyze the participant’s RT, we used a linear mixed model with RT as the 
dependent variable, estimated using ML and TPH as covariance structure, with 
Stimulation and Cluster as factors (formula = RT ~ Stimulation + Cluster + Stimulation * 
Cluster). 

We checked the correlation among the behavioral dependent variables and checked the 
robustness of our results for each behavioral dependent variable when using appropriate 
controls of other behavioral outcomes. These controls did not affect the main results, 
which were confirmed with additional repeated measures ANOVA analyses, omitted 
here for conciseness.  

2.2.6.5 EEG ANALYSES
We preprocessed the data separately for low (1–20 Hz) and high (20–90 Hz) frequencies. 
For low frequencies, a fast Fourier transformation was performed with hanning tapers 
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and output frequencies between 1 and 20 Hz. For high frequencies, a fast Fourier 
transformation was performed with discrete prolate spheroidal sequences (DPSS) 
tapers, a smoothing factor of 5 Hz, and output frequencies between 20 and 90 Hz. Then, 
the data were log normalized to control for discrepancies driven by individual variability 
(Smulders et al., 2018). 

To look for differences in theta and gamma power before and after the stimulation 
protocols, the power spectra were averaged for the pre- and post-stimulation 
measurements. Theta-band was defined between 5 and 8 Hz, with 1.5 Hz above and 
1.5 Hz below the stimulation frequency (6.5 Hz). Gamma band was defined between 
35 and 45 Hz, with 5 Hz above and 5 Hz below the stimulation frequency (40 Hz). Since 
gamma frequencies include a greater frequency range, we opted for a greater range (5 
Hz instead of 1.5 Hz) around the stimulation frequency. 

Theta and gamma power were analyzed for all channels pre- and post-stimulation, with 
focus on the frontal left channels (F1 and F5) around the stimulation focus and the 
frontal right channels (F2 and F6) contralateral to the stimulation. 

To investigate whether a change in the hemispheric relationship in theta power took 
place, we calculated the average of the theta power in the right hemisphere minus 
the average in the left hemisphere, named frontal asymmetry (right–left) (Gianotti et 
al., 2009). Moreover, we compared the changes in theta as well as gamma power in 
the parietal channels before and after stimulation to analyze how focal the stimulation 
effects were.

The effects of stimulation in each condition were compared within participants for 
an interval of three minutes, followed by a post hoc analysis of the first minute after 
stimulation to investigate in detail possible fading effects. Moreover, a time frequency 
analysis was performed to provide a clear view of the power changes across frequencies 
over time in each condition. Signal processing and EEG data preprocessing were 
conducted using MATLAB (The Mathworks Inc., Massachusetts, USA) custom scripts and 
the Fieldtrip toolbox (Oostenveld et al., 2011). The difference in theta power across 
conditions was correlated with the behavioral results using both the theta-asymmetry 
before stimulation as a covariate and the changes in theta and gamma frequencies 
as dependent variables by performing a repeated measures ANCOVA with Bonferroni 
correction.
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2.3 RESULTS

2.3.1 Behavioral results
In this section, we present the main behavioral results of our experiment. The detailed 
statistical methodology can be found in Section 2.2.6.

2.3.1.1 MAIN RESULTS: RISK
The estimated fixed effects analysis of the effects of the different protocols of 
stimulation on risk-taking behavior showed a significant reduction, of -0.301, on risk-
taking behavior during theta-band stimulation, t(66.69)=-2.04, p=.05, SE= .15, d=-.50, 
indicating a medium negative effect of theta-band stimulation on risk when compared to 
sham (Figure 2.5). Moreover, gamma stimulation did not affect the participant’s average 
risk-taking significantly compared to sham, t(69.992)=-1.22, p=.23, SE= .10, d=-.29, 
confirming that the effects observed are frequency specific. 

Figure 2.5 – Average Risk-taking Behavior (n=31)
Average risk-taking estimated by the average standard deviation of each participant’s 
choice across stimulation conditions (theta [6.5 Hz] in green, gamma [40 Hz] in 
orange, and sham in purple). Risk can vary between 11.75 and 36.15. Dark red marks 
indicate the mean risk per condition.

 
2.3.1.2 PROBABILITY SCORES
The linear mixed model analyses with probability as the dependent variable did not 
yield significant main effects for stimulation, F(2,47.29)= .76, p=.92. The estimated 
fixed effects analyses also did not yield significant effects of theta-band stimulation, 
t(35.08)=.32, p=.75, SE= .01, d=.11, or gamma stimulation, t(67.70)=-.80, p=.43, SE= 
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.01, d=-.19, when compared to sham, meaning that no significant differences in the 
probability scores were observed after the different stimulation protocols. 

2.3.1.3 VALUE
These analyses of the effect of stimulation on the average values yielded a non-significant 
main effect of stimulation, F(2,91.89)=2.43, p=.09. Further analyses of estimated fixed 
effects yielded significant effects of theta stimulation on value, with a reduction of -0.67 
compared to sham, t (64.33)=-2.13, p=.04, SE= .32, d=-.53, indicating a medium negative 
effect of theta-band stimulation on the average value chosen by the participants when 
compared to sham. No significant effects were observed after gamma stimulation, 
t(71.19)=-1.27, p=.21, SE= .21, d=-.30, compared to sham. This means that there was 
a significant reduction in the average value chosen by the participants due to the theta 
stimulation, confirming that this is a frequency-exclusive effect (Figure 2.6). These 
findings reinforce the strong relationship between risk-taking behavior and valuation 
since both processes were affected by the same pattern of stimulation. 

Chapter 2 - Reduced risk-taking behavior during frontal oscillatory theta-band 
neurostimulation 
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2.3.1.3 VALUE 
These analyses of the effect of stimulation on the average values yielded a non-
significant main effect of stimulation, F(2,91.89)=2.43, p=.09. Further analyses of 
estimated fixed effects yielded significant effects of theta stimulation on value, 
with a reduction of -0.67 compared to sham, t (64.33)=-2.13, p=.04, SE= .32, d=-
.53, indicating a medium negative effect of theta-band stimulation on the average 
value chosen by the participants when compared to sham. No significant effects 
were observed after gamma stimulation, t(71.19)=-1.27, p=.21, SE= .21, d=-.30, 
compared to sham. This means that there was a significant reduction in the aver-
age value chosen by the participants due to the theta stimulation, confirming that 
this is a frequency-exclusive effect (Figure 2.6). These findings reinforce the strong 

relationship between risk-
taking behavior and valua-
tion since both processes 
were affected by the same 
pattern of stimulation.  

 

FIGURE 2.6  – AVERAGE VALUE 
(N=31)  
AVERAGE VALUE PER CONDITION 
(THETA [6.5 HZ] IN GREEN, 
GAMMA [40 HZ] IN ORANGE, 
AND SHAM IN PURPLE). DARK 
RED MARKS INDICATE THE MEAN 
VALUE PER CONDITION. 
 

2.3.1.4 RESPONSE TIME 
Estimated fixed effects analyses of the effects of stimulation on response time 
showed strong significant effects of stimulation, F(2,50.24) =35.80, p<.001. Fur-
thermore, these analyses yielded significant results for theta stimulation, t(24.26) 
=5.16, p<.001, SE= .07, d=2.10, indicating a large effect of theta-band stimulation 
on response time and a nearly significant medium effect for gamma stimulation, 
t(63.86)=1.88, p=.07, SE= .03, d=.47, when compared to sham. Theta stimulation 
led to an increase of 41.11% in response time (compared to sham). This implies 
that the theta stimulation led to an increase in the deliberation time, which cannot 
be attributed to the stimulation per se since this effect was only marginally signif-
icant in the gamma stimulation condition. Details can be observed in Figure 2.7, 

Figure 2.6  – Average Value (n=31) 
Average value per condition (theta [6.5 Hz] in green, gamma [40 Hz] in orange, and 
sham in purple). Dark red marks indicate the mean value per condition.

2.3.1.4 RESPONSE TIME
Estimated fixed effects analyses of the effects of stimulation on response time showed 
strong significant effects of stimulation, F(2,50.24) =35.80, p<.001. Furthermore, these 
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analyses yielded significant results for theta stimulation, t(24.26) =5.16, p<.001, SE= .07, 
d=2.10, indicating a large effect of theta-band stimulation on response time and a nearly 
significant medium effect for gamma stimulation, t(63.86)=1.88, p=.07, SE= .03, d=.47, 
when compared to sham. Theta stimulation led to an increase of 41.11% in response 
time (compared to sham). This implies that the theta stimulation led to an increase in 
the deliberation time, which cannot be attributed to the stimulation per se since this 
effect was only marginally significant in the gamma stimulation condition. Details can be 
observed in Figure 2.7, where response time is plotted against contrast, or trial difficulty 
level, based on the cluster division previously explained, from easier decisions (which 
are clear, with big differences in EV between pink and blue) to difficult decisions in which 
the mental calculation to define the most advantageous option is more challenging. 

Figure 2.7  – Average Response Time by Task Difficulty Level (n=31)
Average response time per trial difficulty in seconds by stimulation protocol (theta 
[6.5 Hz] in green, gamma [40 Hz] in orange, and sham in purple). Dark red marks 
indicate the average response time per condition. 

2.3.2 EEG results

2.3.2.1 THETA-BAND ENTRAINMENT
To investigate the effects of theta-band stimulation on EEG results, we ran a repeated 
measures ANOVA with theta power as the dependent variable, considering the entire 
interval of three minutes of data. The repeated measures ANOVA used a 3 (stimulation 
condition: theta, gamma, and sham) by 2 (time: before and after stimulation) by 6 (theta 
power averaged over 3 minutes on each electrode: F1, F5, F2, F6, P5, P6) within-subject 
design, with Bonferroni correction for multiple comparisons. 

The results showed a significant main effect of time, with theta power increasing from 
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an average of -0.135 to an average of -0.056 after stimulation, F(1,6) =3.38, p=.01. There 
was no significant main effect of stimulation, F(1,12) =.82, p=.63, and no significant 
interaction effect between stimulation and time, F(1,12) =.82, p=.63 (for descriptives, 
please see the Table S2).

Further analyses included a 3 (stimulation condition) by 2 (time) repeated measures 
ANOVA using frontal asymmetry as the dependent variable. There was no significant 
effect of stimulation on frontal asymmetry, F(1,2) =1.19, p=.17; time, F(1,1) =.06, p=.81, 
or of the interaction between time and stimulation, F(1,2) =.81, p=.46.

Most studies looking at tACS aftereffects using EEG have not found electrophysiological 
effects lasting beyond the stimulation offset 37–39. Therefore, we ran post hoc analyses 
to investigate whether the effects were visible only at the very beginning of the period 
after stimulation, fading during the full interval of three minutes. To do so, we ran a 
repeated measures ANOVA using as the dependent variable the difference in theta 
power between the first minute before stimulation and the first minute immediately 
after it. We used a 3 (stimulation conditions: theta, gamma, and sham) by 7 (theta power 
difference on each electrode: F1, F5, F2, F6, P5, P6 and change in frontal asymmetry) 
within-subject design, with Bonferroni correction for multiple comparisons. These 
analyses yielded a significant effect of stimulation, F(1,12) =4.44, p<.001.

Further contrasts showed significant effects of both theta and gamma band stimulation. 
There was a large and significant effect of theta-band stimulation (and not gamma) 
on asymmetry change (pre-post) when compared to sham t(2)= 2.53, p=.01, d=3.58. 
However, this effect was mainly driven by a decrease in asymmetry in the sham condition, 
indicating that the decrease is due to the task execution and not to the stimulation.

Following these steps, we ran a time frequency analysis considering all times recorded 
before and after stimulation. These analyses yielded no significant difference between 
the experimental conditions (theta and gamma band stimulation) compared to sham. 
The frequency spectrum contrasting pre- vs. post-power spectrum for each condition 
can be seen in supplementary material 2.A.3. 

We also conducted a partial correlation analysis between the frontal theta asymmetry, 
theta power in F1, F3, F5, F6, P2, and P6, and the behavioral responses (probabilities 
chosen, average value chosen, risk, and response time). The level of asymmetry before 
or after the stimulation did not significantly correlate with either of the behavioral 
measures. Theta power in F1 and F2 was significantly correlated to the probabilities 
chosen (r= .11 and p=.02 and r= .01 and p=.01, respectively) although there were no 
significant effects of stimulation on the probabilities chosen by the participants. The 
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results also indicate trends regarding the correlations between theta power in F1 and F2 
and the average values chosen (r=.0 and p=.10 and r=.08 and p=.09, respectively) and 
between theta power in these same electrodes and risk (r=.08 and p=.08 and r=.08 and 
p=.07, respectively). 

The inclusion of asymmetry in theta power in any of the electrodes in the regression 
models used to analyze the behavioral results did not improve the fit of these models 
and therefore was discarded. 

2.3.2.2 GAMMA BAND ENTRAINMENT
The effects of gamma band stimulation were investigated using a 3 (stimulation 
condition: theta, gamma, and sham) by 2 (time: before and after stimulation) by 6 (theta 
power averaged over 3 minutes on each electrode: F1, F5, F2, F6, P5, P6) within-subject 
repeated measures ANOVA, with Bonferroni correction for multiple comparisons. No 
significant effect of stimulation condition, F(1,12) =.85, p=.60, nor of time, F(1,6)=1.05, 
p=.42, or the interaction between stimulation and time, F(1,12) =1.04, p=.47, was 
observed. Therefore, there was no significant gamma entrainment, or its effects were 
not visible in the behavioral or EEG results. 

2.4 DISCUSSION
The present study aimed at investigating the functional relationship between frontal 
theta-band oscillations and risk-taking behavior. Although previous studies (Gianotti et 
al., 2009; Studer et al., 2013b) have shown a correlation between resting-state frontal 
theta-band asymmetry and risk-taking behavior, no direct causal relationship has 
thus far been shown. We hypothesized that theta oscillations underlie the neuronal 
communication for recruiting the DLPFC when the decision-making process includes 
risk, being fundamental for the modulation of risk-taking behavior (Cavanagh and Frank, 
2014). We therefore expected theta-band stimulation to cause a reduction in risk-taking 
behavior and that this effect is frequency specific. 

As predicted, we were able to effectively reduce risk-taking behavior in healthy 
participants using theta-band tACS over the left DLPFC compared to sham and gamma 
band stimulation. These findings confirm the functional relationship between theta-
band frequencies and risk-taking behavior regulation, being a fundamental part of the 
electrophysiological mechanism responsible for this modulation. Theta-band tACS leads 
to a significant decrease, of 1.12%, in risk-taking behavior compared to sham. This was 
not the case during gamma stimulation.

To our knowledge, our study is the first to show the frequency specificity of this effect. 
Moreover, we observed a significant reduction in value sensitivity due to theta-band (and 
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not gamma) stimulation, meaning that participants opted for lower values after theta-
band stimulation compared to the results obtained in the sham or gamma conditions. 
These results are in line with previous studies, where participants became more risk-
averse after noninvasive brain stimulation with reduced sensitivity to value (Boggio et 
al., 2010; Fecteau et al., 2007a; Gilmore et al., 2018; Levasseur-Moreau and Fecteau, 
2012). However, our study was able to show that this effect is also frequency-specific. 
Therefore, it is expected that theta frequencies would play a fundamental role in the 
reduction in value sensitivity, meaning the recruitment of the DLPFC as the executive 
control to modulate the VMPFC response to the value (Hare et al., 2011). 

The stimulation did not affect the probabilities chosen by the participants, indicating 
that the choice of probabilities might be regulated by a different electrophysiological 
mechanism. Even though our results indicate that probabilities and value are evaluated 
independently in our brain, behaviorally and in terms of neurological activity, these 
processes are at least strongly correlated (Knutson et al., 2001; Kuhnen and Knutson, 
2005; Tobler et al., 2007). This means that both inputs (bet value and its probabilities) 
are considered to inform the decision process, which justifies the use of standard 
deviation as an estimation of risk. Our approach considers the option’s expected value 
(meaning the bet’s probabilities and value) to estimate risk, which is in our perspective 
a more naturalistic evaluation of risk. Our findings indicate that participants’ reductions 
in risk-taking behavior were mainly driven by a reduction in the average value sensitivity. 

Although we did not have a specific hypothesis regarding the response time, it is 
interesting to notice that theta stimulation increased response time compared to sham 
and gamma stimulation. It may be speculated that the increased response time reflects 
a longer deliberation process (Rubinstein, 2013). 

It is important to note that our results contradict the study by Sela and colleagues 
(2012). Their results indicated an increase in risk-taking behavior after theta-band 
stimulation, which might be explained by their choice of the Balloon Analog Task as 
the experimental paradigm. Since this task has a strong factor of impulsivity, the effect 
observed should reflect an increase in impulsivity and not in risk-taking behavior (Lejuez 
et al., 2002; Schonberg et al., 2011). Moreover, they considered the tolerability to losses 
(measured as sequential explosions) as an indicator of riskier choices (Sela et al., 2012), 
which means that their results might also indicate a reduction in loss-aversion. Since our 
experimental paradigm (MGT) avoids loss-aversion and impulsivity, we may have more 
directly assessed risk-taking behavior. Finally, we must consider the impact of the use of 
real monetary incentives in economic decision-making (Xu et al., 2016). Since our task 
was monetarized, the observed results have a higher reliability. 



65

2

- Reduced risk-taking behavior during frontal oscillatory theta-band neurostimulation

It is also interesting to highlight that our results showed considerable robustness 
despite the use of random trial selection for payment. This compensation method, 
despite being widely used in economics experiments, might have led to a decrease in 
risk-taking behavior and electrophysiological responses to monetary feedback (Schmidt 
et al., 2019a; Schmidt and Hewig, 2015). However, since we used the same method 
of compensation across sessions and treatment conditions, it should not influence a 
specific treatment effect. 

In addition to assessing the behavioral effects of our oscillatory brain state 
neuromodulation on risk-taking modulation, we also used EEG to measure oscillatory 
activity before and after tACS. It is important to highlight, however, that up to this point, 
to our knowledge, there is no evidence of long-lasting effects of theta or gamma band 
tACS on frequency modulation (Heise et al., 2019; Reato et al., 2013c; Strüber et al., 
2015a). This means that significant effects on EEG data after stimulation would also 
depend on long-lasting effects of our stimulation protocol, considering the technical 
limitations of online recording already discussed (Bland and Sale, 2019). 

When comparing theta power before and after theta tACS, no significant changes were 
found, nor did we reveal significant changes in hemispheric theta-band asymmetry after 
theta-band stimulation. This may seem surprising and in contrast to our behavioral 
effects being attributed to and interpreted as being caused by tACS-induced increase 
in left theta power. However, it is important to note here that while behavioral effects 
were assessed during tACS being applied simultaneously with task execution, the EEG 
measurements, due to tACS artifacts, were restricted to assessing the oscillatory activity 
after both the behavioral performance and tACS had ended. Especially the latter may 
be a straightforward explanation for the absence of significant EEG effects in a pre-post 
tACS design as such effects rely on a significant longer-lasting neurophysiological effect 
of tACS beyond the period of stimulation itself. 

However, the question as to whether tACS-induced entrainment is longer lasting is far 
from being settled (Strüber et al., 2015a). Offline effects of tACS are rarely reported, 
and various previous studies have also reported difficulties in establishing longer-lasting 
effects of tACS on excitability or neural plasticity (Bland and Sale, 2019; Reato et al., 
2013a; Schutter, 2016; Strüber et al., 2015b). Considering our results, we may therefore 
speculate that the EEG effects were only present during the task and stimulation and 
faded away immediately after tACS had ended. Our post hoc analyses focusing only on 
the first minute of post-EEG measurements after TACS and contrasting these effects 
against the entire post-EEG period indicate time-sensitive changes in theta-band 
asymmetry in line with this speculation. Yet, our study was not designed to conclusively 
test any other related hypotheses regarding the difference between the immediate 
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versus lasting effects of tACS on neural oscillatory activity. Follow-up studies with 
online measurements using algorithms to remove stimulation artifacts could be used 
to investigate such possibility although, currently, this methodology is still under debate 
(Bland and Sale, 2019). 

In addition, we also revealed that the task execution itself had lasting effects on theta-
band asymmetry, as indicated by post hoc analyses of the EEG measures immediately 
after the task execution in the sham condition. In other words, unrelated to tACS, the 
mere behavioral performance in risk-taking modulation tasks considerably affected 
theta-band asymmetry after task execution had been completed. At the same time, our 
behavioral results showed no significant correlation with resting-state frontal theta-
band asymmetry at baseline, indicating that these effects cannot be explained only by 
the resting-state frontal asymmetry or by changes in asymmetry due to the stimulation. 
The stimulation frequency specificity of our significant behavioral findings, however, 
confirming our a priori hypothesis that specifically theta, not gamma or sham, 
neurostimulation should affect risk-taking behavior, clearly represents supporting 
evidence for the functional relationship between theta-band stimulation and risk-taking 
regulation driven by a reduction in sensibility to reward. This work also contributes 
to the understanding of the frontal areas’ interaction in the regulation of risk-taking 
behavior as much as the role of theta-band oscillations in this process. Moreover, it gives 
insights into the causes of individual differences in risk-taking, granting the analysis of 
frontal resting-state brain activity a potential role in inferring differences in individual 
risk-proneness. This can be used in the construction of more accurate economic models 
of risk-taking. 

Moreover, these findings can potentially contribute to the development of diagnosis 
and intervention techniques for patients with abnormal risk-taking behavior since this is 
characteristic of a range of psychiatric and neurological disorders (Rao et al., 2008). For 
example, the use of theta-band stimulation might be an interesting tool to compensate 
increases in risk-taking behavior due to the use of L-dopa in patients with Parkinson’s 
disease (Cools et al., 2003, 2002) or help patients with attention deficit/hyperactivity 
disorder (ADHD), which is known to be associated with abnormal risk-taking behavior 
(Pollak et al., 2019). Nevertheless, these suggestions should be explored in future 
studies.

2.5 CONCLUSION
Although it is widely accepted that the DLPFC has an important role in risk-taking 
regulation, it is not clear how the recruitment of this area occurs in the presence of 
risk. Theta oscillations are potentially responsible for neuron communication when 
cognitive control is needed 13. In our study, we provided empirical evidence for the 
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direct functional relationship between prefrontal theta-band activity and risk-taking 
regulation using high definition theta-band tACS with gamma band entrainment and 
sham as control. A significant reduction in risk-taking behavior was observed after theta-
band, but not gamma band or sham tACS over the left DLPFC, confirming the specific 
role of theta frequencies in risk-taking behavior regulation. Such findings indicate that 
prefrontal theta-band oscillations are potentially the basis for communication between 
frontal areas during risk-taking regulation. 
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2.A SUPPLEMENTARY MATERIAL 

2.A.1 Table. Trials’ division in clusters
Cluster Trials Expected value
High Contrast 68 65>= │x│ >33.33
Medium Contrast 68 16.67<= │x│ <= 33.33
Low Contrast 68 1.67< │x│ <16.67
No Diff 26 1.67>= │x│ >=0
Strictly Dominant Blue 10 x < -65
Strictly Dominant Pink 10 x > 65
Grand Total 125

2.A.2 Table. EEG data: 
Descriptive statistics (N=31) of theta power (5–8 Hz) estimated pre and post stimulation 
in each electrode (F1, F5, F2, F6, P5, P6) and stimulation condition (theta, gamma, and 
sham). 
 Electrode Mean theta power Std. deviation
F1 Pre Theta -.55 .56
F1 Post Theta -.47 .61
F1 Pre Gamma -.54 .54
F1 Post Gamma -.45 .59
F1 Pre Sham -.51 .61
F1 Post Sham -.47 .61
F5 Pre Theta .06 .53
F5 Post Theta .12 .58
F5 Pre Gamma .08 .55
F5 Post Gamma .17 .58
F5 Pre Sham .10 .54
F5 Post Sham .14 .56
P5 Pre Theta .16 .73
P5 Post Theta .25 .67
P5 Pre Gamma .15 .74
P5 Post Gamma .29 .68
P5 Pre Sham .16 .74
P5 Post Sham .22 .71
F2 Pre Theta -.68 .50
F2 Post Theta -.61 .50
F2 Pre Gamma -.66 .53
F2 Post Gamma -.56 .58
F2 Pre Sham -.59 .61
F2 Post Sham -.55 .63
F6 Pre Theta -.09 .48
F6 Post Theta -.05 .54
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Continued.

 Electrode Mean theta power Std. deviation
F6 Pre Gamma -.10 .55
F6 Post Gamma -.003 .59
F6 Pre Sham -.04 .59
F6 Post Sham -.002 .62
P6 Pre Theta .24 .74
P6 Post Theta .33 .68
P6 Pre Gamma .16 .70
P6 Post Gamma .31 .68
P6 Pre Sham .23 .74
P6 Post Sham .31 .70
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Chapter 3 – Modulating risk-taking behavior with theta-band tACS 
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ABSTRACT
Although risk is prevalent in decision-making, the specific neural processes 
underlying risk-taking behavior remain unclear. Previous studies have 
suggested that frontal theta-band activity plays a crucial role in modulating 
risk-taking behavior. The functional relevance of theta in risk-taking behavior 
is yet to be clearly established and studies using noninvasive brain stimulation 
have yielded inconsistent findings. We aimed to investigate this relevance 
using transcranial alternating current stimulation (tACS) over right or left 
dorsolateral prefrontal cortex (DLPFC). We also studied the influence of 
stimulation intensity on risk-taking behavior and electrophysiological effects. 

We applied theta-band (6.5 Hz) tACS over the left (F3) and right (F4) DLPFC 
with lower (1.5 mA) and higher (3 mA) tACS intensities. We employed a 
single-blinded, sham-controlled, within-subject design and combined tACS 
with electroencephalography (EEG) measurements and the Maastricht 
Gambling Task (MGT) to elicit and evaluate risk-taking behavior. 

Our results show an increase in risk-taking behavior and average choices 
of value after left DLPFC stimulation at both intensities and a reduction of 
risk-taking behavior in average choices of value after 3 mA (and not 1.5 
mA) right DLPFC stimulation compared to sham. Further analyses showed 
a negative correlation between resting-state frontal theta-power and risk-
taking behavior. Overall, frontal theta-power was increased after left, but 
not right, theta-band tACS independent of stimulation intensity. 

Our findings confirm the functional relevance of frontal theta-band activity 
in decision-making under risk and the differential role of left and right 
DLPFC. We also were able to show that stimulation intensity did have an 
effect on behavioral effectsresponses, namely risk-taking behavior, average 
choices of value and response time. S, with significant right hemisphere 
stimulation effects were observed only after high-intensity stimulation. 
Nevertheless, electrophysiological effects were only significant after left 
DLPFC stimulation, regardless of tACS intensity. Furthermore, the results 
indicate the role of the baseline frontal theta-power in the direction of 
behavioral effects after theta-band tACS.

KEYWORDS: TACS, RISK-TAKING BEHAVIOR, THETA ACTIVITY, THETA 
FREQUENCY, DECISION NEUROSCIENCE
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3.1 INTRODUCTION
Risk is constant in our lives. In economics, risk refers to a situation in which one is 
unsure about which outcome out of several potential others will happen; however, the 
probability distribution of these outcomes can be determined (Drichoutis & Lusk, 2016). 
Examples of risky decisions are numerous; they include trivial choices, such as taking 
an umbrella based on the probability of rain displayed on a weather app, and highly 
impactful decisions, such as financial investments or insurance. Since risk plays such a 
crucial role in our lives, it is important to understand the neural processes underlying 
decision-making concerning risks. Evidence from electroencephalography (EEG) studies 
indicates that frontal theta-band activity is an important component of those neural 
processes.  

Frontal theta-band activity is correlated to processes such as cognitive control 
(Cavanagh & Frank, 2014a; Klírová et al., 2021; McFerren et al., 2021; Womelsdorf et 
al., 2010), response inhibition (Dippel et al., 2016, 2017), reward anticipation (Koul et 
al., 2019; Wischnewski et al., 2016) and conflict detection (Cohen & Donner, 2013), 
which are fundamental processes in risk-taking behavior. Moreover, frontal theta-band 
activity is an important component of the electrophysiological mechanism through 
which the dorsolateral prefrontal cortex (DLPFC) and medial prefrontal cortex (MPFC) 
communicate with each other (Başar et al., 2001; Cavanagh & Frank, 2014b)—two areas 
crucial for human decision-making and, specifically, decision-making under risk (Dantas 
et al., 2021a; Koul et al., 2019; Schmidt et al., 2018, 2019; Sela et al., 2012; D. Zhang & 
Gu, 2018). 

Studies that investigated the role of frontal theta-band activity in individual economic 
risk-taking behavior can be divided into two groups. The first group focused on the 
correlation between resting-state frontal theta-power and risk-taking behavior (Gianotti 
et al., 2009; Massar et al., 2012, 2014; Pinner & Cavanagh, 2017; Schmidt et al., 2018), 
whereas the second group studied the occurrence of prefrontal theta-band activity 
during the decision-making process itself (Christie & Tata, 2009; Pinner & Cavanagh, 
2017). 

Examples of the first group are Massar and colleagues (2012 and 2014) and Gianotti 
and colleagues (2009). The former found that the higher the resting-state frontal 
theta-power (measured in the frontal midline in FZ, FCz, and CZ), the more risk-prone 
participants were (Massar et al., 2012, 2014). On the other hand, the latter found that it 
was not the midline theta-power but the frontal theta-band asymmetry in resting-state 
(measured as the difference between right and left prefrontal theta-power) that was 
correlated to increased risk-taking behavior (Gianotti et al., 2009). 



84

3

Chapter 3

The studies in the second group indicated a negative correlation between midline frontal 
theta-band activity measured immediately before making a risky choice (Christie & Tata, 
2009; Pinner & Cavanagh, 2017). Christie and Tata (2009), however, argue that the 
midline increase in frontal theta-power observed during exposure to risky choices likely 
originates in the right anterior cingulate cortex (ACC) (Christie & Tata, 2009), indicating 
that the two hemispheres are not equally involved in this process. 

To determine the functional relationship between frontal theta-power and risk-taking 
behavior using noninvasive brain stimulation techniques, such as transcranial alternating 
current stimulation (tACS) (Y. Z. Huang et al., 2005; Reinhart & Nguyen, 2019), is 
fundamental, as it allows us to experimentally manipulate oscillatory neural activity. 
tACS inputs an electric stimulus in a predefined frequency and sinusoidal shape over 
a specific brain area through electrodes placed on the scalp. This is assumed to induce 
or entrain brain oscillations in the same oscillatory pattern (Low Intensity Transcranial 
Electric Stimulation: Safety, Ethical, Legal Regulatory and Application Guidelines, 2017; 
Bland & Sale, 2019; Helfrich et al., 2014). 

Only a few studies have used tACS to investigate the functional relevance of theta-band 
power in risk-taking behavior. Sela, Kilin, and Lavidor (2012) had participants perform the 
balloon analog risk task (BART) while stimulating either the right or left DLPFC (electrodes 
F4/CP6 and F3/CP5, respectively) with tACS at 6.5 Hz and 1 mA peak-to-peak intensity 
(Sela et al., 2012). They hypothesized that tACS applied to the left DLPFC reduces frontal 
theta-band asymmetry and, consequently, reduces risk-taking behavior, and right DLPFC 
tACS increases both frontal theta-band asymmetry and risk-taking behavior. Participants 
exhibited riskier behavior during left but not right or sham theta-band (6.5 Hz) DLPFC 
tACS, contradicting the authors’ initial hypotheses (Sela et al., 2012). 

In a recent study by Dantas and colleagues (2021), participants performed the 
Maastricht Gambling Task (MGT) while receiving tACS at 1.5 mA intensity at theta-band 
(6.5 Hz), gamma-band (40 Hz), or sham over the left DLPFC. Stimulation was delivered 
using a high-definition (HD) tACS setup over F3 [28]. Participants showed less risk-taking 
behavior after left theta-band tACS, a finding that is in line with the hypothesis that an 
increase in left theta-band power reduces risk-taking behavior. However, no significant 
changes in theta or gamma power that outlasted the tACS itself were observed (Dantas 
et al., 2021a). [28–31] Since the analysis of data from simultaneous EEG-tACS studies 
is challenging to analyze, electrophysiological effects of a specific stimulation protocol 
are best studied after the stimulation ended. However, to be able to do so, effects need 
to outlast the stimulation. Still, most studies that used both theta and gamma tACS at 
low intensities did not successfully detect electrophysiological aftereffects (Dantas et al., 
2021b; Heise et al., 2019; Effects of Weak Transcranial Alternating Current Stimulation 
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on Brain Activity-a Review of Known Mechanisms from Animal Studies, 2013; Strüber 
et al., 2015). A recent noteworthy exception is Aktürk and colleagues (2022), where 
the aftereffects of theta-band tACS were detected after stimulation at individual theta 
frequency (Aktürk et al., 2022).

Wischnewski and Compen (2022) also explored the role of theta-band activity in 
risk-taking behavior. To that end, the group used a modified version of a sequential 
gambling task while applying tACS at 5 Hz and 1 mA peak-to-peak intensity, targeting 
the prefrontal cortex bilaterally.  The group used Intra- and interhemispheric settings 
targeting the prefrontal cortex, each using four electrodes (5 × 3 cm). tACS was delivered 
during task execution, and both behavioral and EEG effects were evaluated. Their results 
indicated an increased perception of uncertainty but no significant changes in risk-taking 
behavior. However, their EEG results revealed increased theta-band asymmetry after 
intrahemispheric tACS and non-significant changes after interhemispheric stimulation 
(Wischnewski & Compen, 2022a). 

These inconsistent results, observed when comparing these studies that indicate 
behavioral results in opposite directions or null behavioral results, can be due to a 
methodological choice common in tACS studies: the use of intensities between 1 mA 
and 1.5 mA (Bland & Sale, 2019). However, recent studies have questioned the effects of 
low-intensity transcranial electric stimulation (tES) in general, including both transcranial 
direct current stimulation (tDCS) and tACS (Alekseichuk et al., 2022; Low Intensity 
Transcranial Electric Stimulation: Safety, Ethical, Legal Regulatory and Application 
Guidelines, 2017; Widge, 2018). Despite a considerable number of studies finding 
behavioral and electrophysiological effects after electric stimulation, these effects are 
often inconsistent (Low Intensity Transcranial Electric Stimulation: Safety, Ethical, Legal 
Regulatory and Application Guidelines, 2017; Asamoah et al., 2019; Bland & Sale, 2019). 
Recent studies have indicated that it is only possible to create a cortical electric field and 
to obtain consistent effects with the use of higher intensities in electric brain stimulation 
(Low Intensity Transcranial Electric Stimulation: Safety, Ethical, Legal Regulatory and 
Application Guidelines, 2017; Y. Huang et al., 2017; Widge, 2018). This might explain the 
inconsistent results observed across studies with similar stimulation settings. Vöröslakos 
and colleagues (2018), for example, showed that only intensities higher than 4.5 mA 
significantly biased cortical alpha frequencies, with reliable electrophysiological effects 
observed only with intensities above 7 mA (Vöröslakos et al., 2018). 

In our study, we used an experimental design that built on previous work to address two 
main research objectives. The first was to confirm the functional relationship between 
frontal theta-band power and risk-taking behavior, given the lack of consistency in the 
results of previous studies. To this end, we partially replicated the experimental design 
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of Dantas and colleagues (2021), using the MGT in a sham-controlled, within-subject 
design with theta-band (6.5 Hz) tACS over DLPFC. In doing so, we adopted a design that 
found significant behavioral effects of theta-band tACS, and we used a task known to 
elicit risk-taking behavior following the economic definition of risk. 

The second research objective was to clarify the role of theta-power hemispheric 
asymmetry as an electrophysiological mechanism through which the prefrontal cortex 
regulates risk-taking behavior. We stimulated both the right and left DLPFC, aiming to 
explore the differential effects of right and left theta-band tACS in modulating risk-taking 
behavior. Finally, to investigate whether higher tACS intensities generate stronger (after) 
effects, we used two stimulation intensities (1.5 mA and 3 mA) over both stimulation 
sites (Figure 1). This design allowed us to study the potential different effects in terms of 
behavioral and EEG responses between the different stimulation protocols. 

Figure 3.1  – Stimulation protocols. The left side depicts the protocols (1.5 mA, 3 
mA, and sham stimulation) used over the left DLPFC (electrode position F3 of the 
international 10-20 EEG system); the right side depicts the protocols used over the 
right DLPFC (electrode position F4 of the international 10-20 EEG system). 
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3.2 MATERIALS AND METHODS

3.2.1 Participants
We recruited 39 healthy, right-handed participants: 30 participants (15 female, 1 non-
binary, mean age 22.3 years, range 18–32 years, SD = 3.2) concluded the experiment. 
Four participants reported discomfort during the stimulation in the first session and 
did not take part in the second session. Five participants were excluded from the 
study because they were unable to attend the second experimental session within the 
requested interval of 15 days. 

The participants had normal or corrected-to-normal vision and gave written informed 
consent after being introduced to the experiment and were screened for tACS safety 
(Low Intensity Transcranial Electric Stimulation: Safety, Ethical, Legal Regulatory and 
Application Guidelines, 2017). The study was approved by the Ethics Review Committee 
Psychology and Neuroscience (ERCPN) of Maastricht University, the Netherlands (ERCPN 
188_07_02_2018). 

3.2.2 Procedure
Participants were invited to the lab for two sessions that followed a similar procedure. 
The only differences between the sessions were the stimulation site, which was 
counterbalanced (right for session 1, left for session 2, or vice-versa) and the payment of 
participants’ compensation by the end of session 2. During both sessions, upon arrival, 
participants received a full explanation of the study, filled in a pre-experimental test, and 
signed an informed consent form. Then, the EEG and tACS setups were prepared.
In each session, participants received three different conditions, in a counterbalanced 
fashion, with different stimulation protocols, namely stimulation with an intensity of 
1.5 mA, 3 mA, and sham stimulation. During stimulation, participants performed the 
MGT. Each stimulation block was preceded by and ended with a short five-minute 
interval, during which we recorded three minutes of resting-state activity using EEG. The 
subsequent blocks followed the same protocol until the three stimulation conditions 
were completed. Figure 2 illustrates the detailed timeline of a session. 
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3.2.3 The Maastricht Gambling Task (MGT)
As in Dantas et al. (2021), we used MGT to elicit and evaluate risk-taking behavior [41]. 
The MGT builds on the Cambridge Gambling task but avoids confounds, such as loss 
aversion, memory, learning, and wealth effects (Dantas et al., 2021a). In each trial of the 
task, six boxes were presented, and the distribution ranged from 1/6 pink boxes to 5/6 
pink boxes, with the remaining boxes being blue. A token represented by a yellow cross 
(X) was hidden behind a random box out of the six. Participants had to guess the color 
of the box (blue or pink) hiding the token. The probability of the token being hidden 
behind a specific color was calculated by the color distribution of the boxes. One out of 
five different payoffs was randomly determined for each color as the reward for correct 
guess (5, 25, 50, 75, and 100 points). Participants received the corresponding reward 
if the correct color was guessed and did not receive anything otherwise. The task had 
250 trials with a duration of approximately 20 minutes, in which 125 unique trials with 
all possible combinations of probabilities and payoffs were presented twice randomly. 
In each session, participants played the task three times, once during each stimulation 
condition.  

Using this task, it is possible to evaluate different behavioral-dependent variables. 
The analyses focused on the level of risk taken by participants, which were calculated 
by considering both their choices of values and probabilities in each trial (a detailed 
calculation follows in the statistical analyses section). In addition to the level of risk, 
we evaluated participants’ average choices of values, probability scores, and response 
times. 

3.2.4 Compensation
One trial was selected at the end of each session for compensation. This was implemented 
in the following way: each participant could freely select one task repetition between 
1 and 3 and then use an online random number generator to randomly select a trial. 
Each point gained in the task was converted to €0.1 in their final payment. Participants 
were informed about their earnings from each session right after the respective session; 
all payments were made after the whole experiment was concluded (session 2). After 
session 2, participants received both a fixed show-up fee (€7.5 or an academic credit 
named SONA point per hour) and the choice-dependent earnings from both sessions. 
Participants were compensated with vouchers that could be spent online or at local 
retailers; the average compensation was €40 (minimum: €5 (+5 SONA points); maximum: 
€60).
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3.2.5 Transcranial alternating current stimulation (tACS)
Partly replicating the stimulation protocol used by Dantas and colleagues (2021), we 
targeted the left DLPFC (F3, based on the international 10-20 EEG system) and right 
DLPFC (F4, based on the international 10-20 EEG system) using an HD tACS setup 
composed of a small circular electrode (diameter: 2.1 cm; thickness: 2 mm) and a large 
rubber ring tACS electrode (outer diameter: 11 cm; inner diameter: 9 cm; thickness: 
2 mm) (neuroConn, Ilmenau, Germany) fixed using conductive gel (Ten20 conductive 
Neurodiagnostic electrode paste, WEAVER and company, Aurora, CO, USA) and keeping 
the electrode impedance below 15 kΩ (Dantas et al., 2021c). HD tACS was applied in a 
single-blinded fashion using a neuroConn DC-stimulator (neuroConn, Ilmenau, Germany) 
set at 6.5 Hz frequency (theta-range stimulation) and two different intensities: 1.5 mA 
(as used in Dantas et al. 2021) and 3.0 mA. 

The stimulation, which lasted on average for 20 minutes, was delivered during the 
task. During sham tACS, the stimulation was ramped up for 30 seconds and ramped 
down immediately after. Breaks of around five minutes (including three minutes of EEG 
recording) were taken between different stimulation protocols. The simulations of the 
different protocols were modeled using SimNIBS (Thielscher et al., 2015) and are shown 
in Figure 3.

Figure 3.3  – SimNIBS HD tACS simulation. Simulations using 3.0 mA (A and B) and 1.5 
mA (C and D) intensities. A and C show the front and left views of the stimulation 
made at F3. B and D show the front and right views of the stimulation made at F4. 
The colors stand for the normalized electric field (0–0.9), red areas indicate higher . 
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3.2.6 Electroencephalography (EEG)
To record prefrontal theta-band power, EEG electrodes were positioned on F1, F5, 
F2, F6, FZ, and FpZ (according to the 10-20 international EEG system). We recorded 
EEG immediately before and immediately after each of the three blocks of task and 
stimulation. Each EEG measurement lasted three minutes, and participants were asked 
to avoid any movement and stay relaxed with their eyes closed. 

The BrainAmp Standard EEG amplifier and BrainVision Recorder software (BrainProducts 
GmbH, Munich, Germany) were used for data recording (DC: 200 Hz; sampling rate: 
500 Hz). The electrode impedance was kept below 15 kΩ. The data were preprocessed 
(offline) using the FieldTrip toolbox (Oostenveld et al., 2011; Popov et al., 2018) and 
custom MATLAB scripts, during which the EEG recordings were low-pass filtered in the 
analog domain (cutoff frequency: 250 Hz) and digitized (sampling rate: 1000 Hz). A 
notch filter (50 Hz) was used to remove electrical noise and demean the data over the 
full dataset. The data were segmented into 90 trials of two seconds each. To exclude 
trials with high variance and excessive noise, variance analyses and visual inspection 
were performed. 

The EEG data were preprocessed using a fast Fourier transformation with hanning tapers 
and output frequencies between 1 Hz and 20 Hz with FieldTrip (Oostenveld et al., 2011). 
Afterwards, we used custom MATLAB (MATLAB R2018b, 2018) scripts to average the 
data’s power spectra for the pre-stimulation and each one of the measurements after 
the three stimulation protocols per session. We defined the theta-band to be between 5 
Hz and 8 Hz, with 1.5 Hz above and 1.5 Hz below the stimulation frequency (6.5 Hz). The 
theta power was then analyzed per channel by comparing the data obtained after the 
different stimulation protocols with the pre-stimulation measurement. 

3.2.7 Statistical Analyses
The data collected and codes used are available at https://data.mendeley.com/
datasets/3ys3kw9mf6, thus ensuring the transparency of our findings and facilitating 
their reproducibility. The behavioral data were preprocessed using custom MATLAB 
scripts (Mathworks Inc., Massachusetts, USA). We analyzed four behavioral-dependent 
variables—risk, probability scores, value, and response time—and the EEG data. The 
statistical analyses were conducted using custom R scripts (R Core team, 2015). 

3.2.7.1 RISK
To analyze risk, we first calculated each participant’s level of risk in the chosen option 
per trial. During each MGT trial, participants were asked to choose a color, blue or 
pink, where 𝑋 represents the payoff associated with the chosen color. Each color has 
a probability 𝑝 of hiding a token. By guessing the color that hides the token correctly, 
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participant can win a payoff 𝑥, which can be equal to 𝑋 if the participant guesses the 
color correctly or zero otherwise. This means that this specific trial would have an 
expected payoff of xp or 𝐸𝑋=𝑥𝑝. To calculate participants’ risk-taking, we calculated the 
trial’s level of variation (Tobler et al., 2007), where the variance of payoffs from choosing 
color 𝑋 in trial i is given by the following equation: 

𝑉𝑎𝑟𝑋𝑖=∑𝑝𝑥  −𝐸(𝑋)2.		  (1)

From the variance, we calculated the trial’s standard deviation as the square root of the 
trial’s variation. The resulting score is our measure of risk-taking (e.g., Myerson, 2005) 
behavior and the main dependent variable, which, from now on, is referred to as “Risk.”

𝑅𝑖𝑠𝑘= 𝑆𝐷=𝑉𝑎𝑟𝑋		  (2)

As each unique trial was presented twice during a complete MGT, we averaged the 
results of both repetitions for each participant in each MGT trial. These results were 
analyzed at the group level by fitting a linear mixed model (LMM) to predict risk-taking 
behavior (Risk), with session (sessions 1 and 2), side (stimulation site left and right 
DLPFC), condition (sham, 1.5 mA, and 3 mA) and their interaction (side*condition) as 
factors (formula: Risk ~ session + side + condition + side*condition, estimated using 
REML and nlminb optimizer), and using a first-order autoregressive covariance structure 
(AR1). The remaining possible interactions were excluded from the model, as they were 
not significant and did not improve the model’s fit. The model included participant 
per trial as a random effect accounting for the individual differences in participant’s 
responses to the different trials presented during the task execution. 

The post hoc analyses also included the number of stimulation exposures (StimExp, 0, 1, 
or 2) and session (1 or 2) as factors in a LMM (estimated using REML and nlminb optimizer) 
to predict Risk (formula: Risk ~ session + side + condition + StimExp + session * condition 
+ session * StimExp + side * condition) and used a first-order autoregressive covariance 
structure (AR1). Again, the model included participant per trial as a random effect. The 
analyses presented normally distributed residuals and showed no heteroscedasticity, 
and no observations were removed as outliers.

3.2.7.2 PROBABILITY SCORES
Replicating the analyses used by Dantas and colleagues (2021), we calculated probability 
scores (Prob) indicating the probability of winning associated with the color chosen 
by the participants in each trial of the MGT. This approach, similar to what was used 
in several previous studies (Boggio, Zaghi, et al., 2010; Fecteau, Pascual-leone, et al., 
2007; Knoch et al., 2006), considered a choice risky if the winning probability was 
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below 50% and safe if it was above 50%. Aiming to conduct a more detailed analysis 
of a participant’s choices of probabilities, we classified them into a scale ranging from 
-2 to 2, where options with 1/6 probabilities received a score of 2 and options with 
probabilities of 2/6 received a score of 1 and so on (Dantas et al., 2021b). The choices 
of options with a higher probability received a negative score, while choices of lower 
probabilities received a positive score, as used in previous studies (Fecteau, Knoch, et 
al., 2007; Fecteau, Pascual-Leone, et al., 2007; Minati et al., 2012; Rogers et al., 1999). 
These probability scores can be seen in 3.A.2. 

The statistical analyses were done by fitting a LMM (estimated using REML and nlminb 
optimizer) to predict the effects of session, side, condition, and the interaction between 
side and condition on participants’ probability scores (formula: Prob ~ session + side + 
condition + side*condition) and using a first-order autoregressive covariance structure 
(AR1). The remaining interactions were excluded for not being significant and not 
improving the model’s fit. Again, participant per trial was used as a random effect. The 
analyses presented normally distributed residuals and showed no heteroscedasticity. No 
observations were removed as outliers.

3.2.7.3 VALUE 
Participants’ choices of values (Value) were calculated as the average payoffs of the 
options they chose in the MGT. Since the color chosen was associated with a payoff 
in each trial, this choice was computed independently of the trial’s outcome. The 
average value data were analyzed using an LMM (estimated using REML and the nlminb 
optimizer). We fitted the model to predict the effects of session, side, condition, and 
the interaction side*condition on Value (formula: Value  ~ session + side + condition + 
side*condition). The model included participant per trial as a random effect. Again, the 
analyses presented normally distributed residuals and showed no heteroscedasticity. 
There were no outliers.

3.2.7.4 RESPONSE TIME
Response time (RT) was calculated as the time difference between the trial onset and 
the participants’ finger press on the keyboard. Unlike the other dependent variables 
analyzed, the data on participants’ response time included outliers. We used custom R 
scripts to remove observations outside 1.5 times the interquartile range above the upper 
quartile and below the lower quartile (R Bloggers, 2011). A total of 1598 observations 
(of different participants) were removed, leaving 20152 observations.

Afterwards, we fitted an LMM (estimated using REML and nlminb optimizer) to predict 
RT. Session, side, condition, and its interactions were used as factors (formula: RT ~ 
session + side + condition + session * side + session * condition + condition * side + 
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session * side * condition). Participant per trial was included as a random effect. The final 
analyses presented normally distributed residuals and showed no heteroscedasticity.

3.2.7.5 EEG DATA
For the EEG analyses, we fitted a LMM (estimated using REML and nlminb optimizer) to 
predict the theta power in each of the electrodes (F1, F2, F5, F6, FZ, and FpZ), with side 
(left and right), stimulation condition (sham, 1.5 mA, and 3 mA), and their interaction 
(side*condition) as factors (formula: theta-power ~ condition + side + condition * side) 
and used a compound symmetry covariance structure. The model included participant 
per trial as a random effect.

Considering the findings in the literature regarding the correlation between frontal 
theta-band asymmetry and risk-taking behavior (Dantas et al., 2021b; Gianotti et al., 
2009; Sela et al., 2012), we ran further analyses including the levels of frontal theta-
band asymmetry (AsymPre) into our model (formula: Risk ~ AsymPre + side + condition + 
AsymPre * side + AsymPre * condition + side * condition). Again, we included participant 
per trial as a random effect. In this step, we investigated whether the resting-state frontal 
theta-band asymmetry, measured before task and stimulation, could help predict risk-
taking behavior. We estimated participants’ frontal theta-band asymmetry by calculating 
the difference in theta power measured by averaging the right hemisphere (F2 and F6) 
minus the left hemisphere (F1 and F5) (Gianotti et al., 2009).

To further investigate the relationship between resting-state and frontal theta-power, 
we also included the average theta-power estimated in the right (AVRIGHTPRE, 
averaging F2PRE and F6PRE), left (AVLEFTPRE, averaging F1PRE and F5PRE), and 
midline (AVMIDLINEPRE, averaging FZPRE and FpZPRE) before the stimulation or task 
as factors in a mixed model to predict Risk (formula: Risk ~ AVLEFTPRE + AVRIGHTPRE + 
AVMIDLINEPRE + SESSION + side + condition + AVLEFTPRE * AVRIGHTPRE + condition * 
side + AVLEFTPRE * condition + AVRIGHTPRE *condition + AVMIDLINEPRE * condition). 
The remaining possible interactions were excluded from the model, as they were not 
significant and did not improve the model’s fit. The model included participant per trial 
as a random effect. No covariance structure was used. 

The final step of our analyses is a series of Pearson correlation analyses including Risk 
and the EEG measurements before stimulation and task, aiming to achieve a better 
understanding of the relationship between frontal theta-power and risk-taking behavior. 
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3.3 RESULTS

3.3.1 Behavioral Results
In this section, we present the main behavioral results of our experiment. The detailed 
statistical methodology can be found in the Statistical Analyses section.

3.3.1.1 MAIN RESULTS: RISK
When analyzing the effects of both stimulation intensities over the left hemisphere on 
risk-taking behavior, the LMM analysis showed a statistically significant and positive 
conditional effect of both 1.5 (beta = 0.23, t(21714) = 2.31, p = 0.021) and 3 mA (beta 
= 0.35, t(21714) = 3.51, p < .001) theta-band tACS compared to sham. Thus, risk-taking 
behavior increased after both 1.5 mA and 3 mA tACS over the left DLPFC (F3). 

To evaluate the effect of both stimulation intensities over the right hemisphere on 
risk-taking behavior, we analyzed the interaction between side (right) and intensity 
(sham, 1.5 mA, and 3 mA), again compared to sham. The LMM analysis showed a nearly 
significant and negative conditional effect of 1.5 mA tACS (beta = -0.27, t(21714) = -1.91, 
p = 0.056) and a significant negative conditional effect of the interaction between 3 mA 
stimulation and the right side (beta = -0.50, t(21714) = -3.27, p = 0.001), compared to 
baseline (sham). Hence, risk-taking behavior was significantly reduced only after the 3 
mA theta-band tACS over the right DLPFC (F4). 

We did not find significant effects of session (beta = -0.08, t(21714) = -0.76, p = 0.450) or 
stimulation side, comparing sham over left DLPFC to sham over right DLPFC (beta = 0.10, 
t(21714) = 0.76, p = 0.448). This means that participants had no significant differences 
in risk-taking behavior between the sessions. Further, there was no difference in their 
behavior due to the simple placement of the stimulation setting over the right or left 
hemispheres (without active stimulation).

As we saw a significant increase in risk-taking behavior after left 1.5 mA (and 3 mA) 
stimulation, we ran post hoc analyses by adding the amount of exposure to stimulation 
as a factor. These analyses accounted for the possibility of spillover effects of stimulation, 
considering that participants were stimulated twice (plus sham) within one session. 
The full report of these post hoc analyses is available in supplementary material 3.A.3. 
Of note, we observed a significant reduction of risk-taking behavior as the amount 
of exposure to stimulation increased (beta = -0.36, t(21710) = -3.61, p < .001), and a 
replication of the findings of Dantas and colleagues (2021), with a significant reduction 
in risk-taking behavior after left 1.5 mA stimulation (beta = -0.50, t(21710) = -3.31, p < 
.001).
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Figure 3.4  –  Average risk-taking behavior by stimulation condition and hemisphere. 
The average risk-taking was estimated by the average standard deviation of each 
participant’s choice across stimulation conditions (Sham in green, 1.5 mA in purple, 
and 3 mA in orange) over the left DLPFC (left hemisphere) and the right DLPFC (right 
hemisphere). The figure depicts the individual average risk-taking behavior (dots), 
the group average by stimulation condition (bars), and the mean by stimulation 
condition (dark red marks). * p < .05; ** p < .01; *** p < .001.

3.3.1.2 PROBABILITY SCORES
The analyses of probability scores showed a significant negative effect of session, 
indicating that participants chose significantly lower probabilities during session 2 
(beta = -0.04, t(21714) = -3.87, p < .001) compared to session 1. Although there was 
a nearly significant positive effect of the 1.5 mA stimulation over the left hemisphere 
(beta = 0.02, t(21714) = 1.83, p = 0.067), there were no significant effects of any of the 
stimulation conditions.

3.3.1.3 VALUE
Regarding participants’ average choice of value, there were significant effects of both 
stimulation protocols over the right and left hemispheres. Stimulation over the left 
hemisphere led to a significant increase in the average choices of value. This effect was 
found for both intensity levels: 1.5 mA (beta = 0.49, t(21714) = 2.23, p = 0.026) and 3 mA 
(beta = 0.78, t(21714) = 3.44, p < .001). 

The stimulation over the right hemisphere led to a significant reduction in the average 
value chosen only at 3 mA (beta = -1.11, t(21714) = -3.24, p = 0.001), and not at 1.5 mA 
stimulation (beta = -0.55, t(21714) = -1.74, p = 0.082). There were no significant effects 
of either session (beta = -0.23, t(21714) = -0.95, p = 0.342) or side (beta = 0.23, t(21714) 
= 0.75, p = 0.455) on participants’ choice of value. 
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Figure 3.5  – Average value choices by stimulation condition and hemisphere. The 
figure depicts the average choices of payoff or the value per session (x axis), the 
stimulation condition (lines), and the hemisphere stimulated (left and right).

3.3.1.4 RESPONSE TIME
Participants’ response time was significantly lower in session 2 compared to session 
1 (beta = -0.18, t(20111) = -2.74, p = 0.006). During session 1, both 1.5 mA (beta = 
-0.03, t(20111) = -4.20, p < .001) and 3 mA (beta = -0.02, t(20111) = -2.31, p = 0.021) 
stimulation over the left hemisphere led to a significant reduction in RT. tACS over the 
right hemisphere in session 1 led to increases in RT, with similar effects during 1.5 mA 
(side right * intensity 1.5 Ma, beta = 0.09, 95% CI [0.07, 0.12], t(20111) = 7.05, p < .001) 
and 3 mA (side right * intensity 3 Ma, beta = 0.09, 95% CI [0.07, 0.12], t(20111) = 7.05, 
p < .001) stimulation. 

The interactions of the different stimulation conditions with the sessions were mainly 
significant. There was a significant positive effect of the 3 mA stimulation over the 
left hemisphere (session 2*intensity 3 mA, beta = 0.03, t(20111) = 2.19, p = 0.028), 
with non-significant changes in response time observed during 1.5 mA over the left 
hemisphere in session 2 (beta = 0.02, t(20111) = 1.39, p = 0.165). The stimulation over 
the right hemisphere during session 2 yielded significant negative effects during both 
1.5 mA (side right * intensity 1.5 mA * session 2, beta = -0.09, t(20111) = -5.06, p < .001) 
and 3 mA stimulation (side right * intensity 3 mA * session 2, beta = -0.10, t(20111) = 
-5.79, p < .001).
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Figure 3.6  –  Average response time by stimulation condition and hemisphere.
The figure depicts the average response time per session (x axis), the stimulation 
condition (lines), and the hemisphere stimulated (left and right).

3.3.2 EEG Results

3.3.2.1 THETA-BAND ENTRAINMENT
To evaluate the potential entrainment effects, we compared theta-power levels before 
the task (resting-state: eyes closed) with theta-power levels immediately after the task 
and stimulation (resting-state: eyes closed). The estimated theta power was averaged 
for the left hemisphere (left, F1, and F5), right hemisphere (right, F2, and F6), and 
midline (midline, FZ, and FpZ). The analyses showed a significant or a nearly significant 
increase in theta power after left but not right tACS. This increase was not only limited 
to the left hemisphere but was also observed in the right hemisphere and midline. The 
results by side after left DLFPC tACS are depicted in Table 1, and the results after right 
DLPFC stimulation are detailed in Table 2 (the detailed results per electrode are available 
in supplementary material 3.A.4). 
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Table 2 –Theta power measured after left DLPFC stimulation. Results compared to 
measurements in the resting-state before stimulation and task.
Stimulation over the left DLPFC
Average by side Condition Estimates std. Error CI p df
Left SHAM 0.25 0.07 0.11 – 0.38 0.001 198
Left 1.5 mA 0.14 0.07 0.00 – 0.28 0.045 198
Left 3 mA 0.18 0.07 0.04 – 0.32 0.01 198
Right SHAM 0.25 0.06 0.12 – 0.37 <0.001 198
Right 1.5 mA 0.15 0.06 0.02 – 0.27 0.02 198
Right 3 mA 0.19 0.06 0.07 – 0.31 0.002 198
Midline SHAM 0.22 0.06 0.10 – 0.34 <0.001 198
Midline 1.5 mA 0.14 0.06 0.01 – 0.26 0.029 198
Midline 3 mA 0.17 0.06 0.05 – 0.29 0.007 198

 

Table 2:Theta power measured after the right DLPFC stimulation. Results compared 
to measurements in the resting-state before stimulation and task.
Stimulation over the right DLPFC
Average by side Condition Estimates std. Error CI p df
Left SHAM -0.12 0.1 -0.32 – 0.08 0.243 198
Left 1.5 mA -0.02 0.1 -0.22 – 0.19 0.882 198
Left 3 mA -0.01 0.1 -0.21 – 0.19 0.928 198
Right SHAM -0.13 0.09 -0.30 – 0.05 0.152 198
Right 1.5 mA 0 0.09 -0.18 – 0.17 0.957 198
Right 3 mA -0.01 0.09 -0.19 – 0.17 0.92 198
Midline SHAM -0.09 0.09 -0.27 – 0.09 0.309 198
Midline 1.5 mA 0.02 0.09 -0.16 – 0.20 0.856 198
Midline 3 mA 0.04 0.09 -0.14 – 0.22 0.671 198

3.3.2.2 THETA-POWER AND RISK-TAKING BEHAVIOR
We first assessed whether resting-state frontal theta-band asymmetry significantly 
affected individual risk-taking behavior. The levels of theta-band asymmetry measured 
during resting-state (before stimulation or task) did not significantly affect the levels of 
risk-taking behavior (beta = -4.05, t(28) = -1.70, p = 0.101). Nevertheless, there was a 
significant effect of the interaction between resting-state frontal theta asymmetry and 
1.5 mA stimulation over the left (but not right) hemisphere (beta = 1.43, t(21712) = 2.55, 
p = 0.011), indicating a significant increase in risk-taking behavior. 

Exploring this relationship in more detail, we added the average theta power measured 
over the right (AVRIGHTPRE, F2, and F6), left (AVLEFTPRE, F1, and F5), and midline 
electrodes (AVMIDLINEPRE, FZ, and FpZ) into the model to estimate the effects of 
such factors on risk-taking behavior. The results of this analysis showed a reduction 
in risk-taking behavior from session 1 to session 2 (beta = -0.31, t(21708) = -4.79, p < 
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.001). We also found a negative effect of the interaction between resting-state theta-
power measured on the right and left hemispheres, meaning that this interaction led 
to reductions in risk-taking behavior and is statistically significant and negative (beta = 
-1.12, t(25) = -3.24, p = 0.002). This indicates that participants’ resting-state theta-power 
significantly affects their risk-taking behavior. Again, we observed a significant effect of 
the interaction between the right side and stimulation at 3 (beta = -0.38, t(21708) = -2.48, 
p = 0.013). Furthermore, we observed a significant effect of the interaction between 
the theta-power measured before the stimulation in the right hemisphere and 1.5 mA 
stimulation, which led to increased risk-taking behavior (beta = 1.99, t(21708) = 2.02, 
p = 0.044), indicating that the stimulation effects are state-dependent. Supplementary 
material 3.A.5 presents the full results of this analysis.

To study the correlation between risk-taking behavior and the levels of baseline theta-
power (before task and execution), we performed a correlation analysis between the 
average resting-state frontal theta-power (measured in the left, middle, and right 
hemispheres) and participants’ risk-taking behavior. These correlation analyses show 
significant negative correlations between risk-taking behavior and the average frontal 
theta-power in the left (r = -0.03, t(21748) = -4.57, p < 0.001) and right (r = -0.04, t(21748) 
= -5.23, p < 0.001) hemispheres. We also evaluated the correlation between resting-state 
frontal theta-band frontal asymmetry (right–left average theta-power) and risk-taking 
behavior, which was again negative and significant (r = -0.02, t(21748) = -3.47, p = 0.024). 
However, the correlation coefficients indicate that the correlation between frontal left 
and right resting-state theta-power is stronger than the correlation obtained between 
resting-state frontal asymmetry and risk-taking behavior. Overall, our results indicate 
a significant negative correlation between resting-state frontal theta-power measured 
before task/stimulation and participants’ risk-taking behavior. 

3.4 DISCUSSION
Several EEG studies have shown a correlation between frontal theta-band power and 
risk-taking behavior (Gianotti et al., 2009; Knoch et al., 2006; Massar et al., 2012, 2014; 
Schiller et al., 2014; Schmidt et al., 2018, 2019). Although the functional relevance of 
this theta-band power in risk-taking behavior has been studied, evidence from studies 
that experimentally modulated this oscillatory frequency band using NIBS is sparse 
and inconsistent. To investigate the functional relationship between frontal theta-
band activity and risk-taking behavior, we utilized a within-subject design with single-
blinded sham control and combined EEG-HD tACS application (6.5 Hz) to the left and 
right DLPFC during the execution of the MGT (Dantas et al., 2021b). EEG was recorded 
before and immediately after task execution and stimulation. Our design also included 
two stimulation intensities: 1.5 mA and 3 mA [25,37]. 



101

 General introduction

3

3.4.1 Behavioral Results
As initially hypothesized, the behavioral results confirm the functional relevance of 
frontal theta-band activity and the modulation of risk-taking behavior. We found 
increased risk-taking behavior after left theta-band tACS (1.5 mA and 3 mA) and reduced 
risk-taking behavior after high intensity (3 mA) but not low intensity (1. 5 mA) after right 
DLPFC theta-band tACS. These findings indicate that frontal theta-band activity plays 
a functional role in decision-making under risk, that it plays an important part in the 
electrophysiological mechanism involved in the processing and modulation of this type 
of behavior (Gianotti et al., 2009; Massar et al., 2012, 2014; Studer et al., 2013).

When looking at participants’ choices of probabilities, we did not find any effects of tACS, 
which is in line with the findings of Dantas and colleagues (2021). However, our results 
show a significant shift toward choosing lower probabilities from Session 1 to Session 2. 
This shift toward choosing options with lower probabilities can signal an increase in risk 
proneness over time due to a higher familiarization with the task (Chuang & Schechter, 
2015; Dion & Miller, 1971). However, this increase was not reflected in participants’ 
risk-taking behavior. Further studies are needed to investigate this effect of time on 
probability choices. 

Participants’ average choices of values, on the other hand, were significantly higher 
during the left hemisphere tACS (high and low intensity) compared to sham. This effect 
was in the same direction as the effects observed in risk-taking behavior. Again, in line 
with these effects, tACS to the right DLPFC led to a significant reduction in average value 
choices. However, the reduction in average value choices was observed only during high-
intensity tACS. Considering our use of the standard deviation of the chosen option as a 
measure of risk (which accounts for both probabilities and values), the observed results 
indicate that the changes in risk-taking behavior were mainly driven by the changes in 
the average value sensitivity. These results are in line with previous studies, indicating 
that a lower sensitivity to value is associated with reduced risk-taking behavior (Boggio, 
Campanhã, et al., 2010; Dantas et al., 2021b; Fecteau, Knoch, et al., 2007; Gilmore et al., 
2018; Levasseur-Moreau & Fecteau, 2012).  

The effects of tACS on response times were session-dependent. In session 1, left DLPFC 
tACS (1.5 mA or 3 mA) led to significant decreases in response time, while right DLPFC 
stimulation (1.5 or 3 mA) led to increases in response time. In session 2, response times 
were generally faster, and the direction of the stimulation effects was the opposite of 
what was observed in session 1. During session 2, left hemisphere stimulation (3 mA) 
resulted in increases in response time, while right hemisphere stimulation (1.5 mA or 3 
mA) led to reductions. These findings indicate that, at baseline, theta-band tACS over 
the right hemisphere increases response time. However, when the task is repeated in 
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session 2 and the participant has faster responses, this same protocol will potentialize 
these “natural” responses, leading to steeper decreases in response times. The opposite 
logic seems to apply to left hemisphere stimulation. This proposed mechanism can, 
however, only be speculated, and more research is necessary to better understand the 
effect of frontal theta-band tACS on response time during risky decision-making. 

3.4.2 EEG Results
The electrophysiological data were analyzed to evaluate the possible oscillatory 
entrainment of theta-band tACS. The comparison between the frontal theta-power 
recorded during three minutes immediately before and after the stimulation and task 
showed a significant increase in theta-power after sham stimulation. These findings 
indicate that theta-power increases as a response to the decision-making task, which is 
in line with the EEG literature on risk-taking behavior, according to which frontal theta-
band activity increases when exposed to risky choice environments (Christie & Tata, 
2009; Pinner & Cavanagh, 2017; Schmidt et al., 2018). 

When comparing the active stimulation protocols, after left DLPFC tACS, at 1.5 mA or 3 
mA, we observed a general increase in left, right, and midline theta-power. No significant 
electrophysiological aftereffects were observed after the right DLPFC tACS. 

STIMULATION INTENSITY
Recent studies have questioned the cortical reach of low-intensity transcranial electric 
stimulation (tES). They have indicated that the low intensities commonly used in studies, 
such as 1 mA or 1.5 mA, are not sufficient to reach the cortex, considering the electric 
resistance created by the scalp [25,35,36]. We therefore tested the effect of a lower and 
a higher-intensity tACS on risk-taking.

According to our findings, lower-intensity tACS may in some cases not be enough to 
consistently induce behavioral effects (Sela et al., 2012; Wischnewski & Compen, 2022a). 
For example, while both 1.5 mA and 3 mA left prefrontal cortex stimulation significantly 
increased risk-taking behavior and frontal theta-power (compared to sham), we did not 
find significant changes in risk-taking behavior during right hemisphere stimulation at 
1.5 mA intensity. These null results are in line with Sela and colleagues (2012), where 
no behavioral changes were observed after 1 mA right DLPFC peak-to-peak stimulation. 
Nevertheless, the stimulation of the right DLPFC with 3 mA tACS in our study led to a 
significant reduction in risk-taking behavior. Hence, it might be necessary to use higher 
tACS intensities to robustly find behavioral responses (Low Intensity Transcranial Electric 
Stimulation: Safety, Ethical, Legal Regulatory and Application Guidelines, 2017; Asamoah 
et al., 2019; Bland & Sale, 2019; Widge, 2018). These results indicate that a possible 
reason for inconsistent results in behavioral responses can be the use of low-intensity 
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stimulation protocols (Alekseichuk et al., 2022; Effects of Weak Transcranial Alternating 
Current Stimulation on Brain Activity-a Review of Known Mechanisms from Animal 
Studies, 2013; Schutter, 2016). 

While electrophysiological theta-band tACS aftereffects are often not found (Bland 
& Sale, 2019; Dantas et al., 2021b), recent studies have detected significant changes 
in theta-power with the use of intrahemispheric montage (Wischnewski & Compen, 
2022b) or by applying tACS at individual theta-power (Aktürk et al., 2022; D. W. Zhang et 
al., 2022). In our study, left hemisphere tACS led to significant increases in theta-power, 
with higher (albeit not significantly different) estimated increases after 3 mA stimulation 
than after 1.5 mA tACS. 

There were no significant changes in theta-power after right tACS, although we saw a 
decrease in risk taking behavior after 3 mA right DLPFC stimulation. While one might 
argue that a higher tACS intensity may be required for significant electrophysiological 
aftereffects in general, the question remains as to why this seems to be the case after 
right, but not left, hemispheric stimulation. Thus, further studies investigating the effect 
of different stimulation intensities on different stimulation sites are needed. 

3.4.3 Interhemispheric stimulation
We were able to show behavioral effects after right and left theta-band tACS, with a 
significant increase in risk-taking behavior after left DLPFC tACS (both 1.5 and 3 mA) 
and a significant reduction in risk-taking behavior after right stimulation (3 mA only). 
These changes in risk-taking behavior confirm that different hemispheres have different 
roles in this electrophysiological mechanism, since the stimulation of each hemisphere 
induced behavioral changes in opposite directions, which is in line with previous findings 
(Gianotti et al., 2009; Goel et al., 2007; Li et al., 2019; Schiller et al., 2014). 

However, although side of stimulation seems to play a key role in the modulation of 
risk-taking behavior, the results indicate that the relationship between frontal theta-
power in each hemisphere and the modulation of risk-taking behavior is not simply 
derived from the levels of frontal theta-band asymmetry, as suggested by Gianotti and 
colleagues (2009) (Gianotti et al., 2009). 

Consistent with Gianotti and colleagues (2009), we observed a significant negative 
correlation between risk-taking behavior and frontal theta-band asymmetry, which 
indicates that higher frontal theta-band asymmetry was correlated with lower levels 
of risk-taking behavior. However, our results revealed that the negative correlations 
between frontal theta-power and risk-taking behavior were also significant and stronger 
than the correlation observed between frontal asymmetry and risk-taking behavior. 
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These findings indicate that frontal theta-power during resting-state is also a strong 
indicator of individual risk proneness, and that this is independent of right–left theta 
power asymmetry. 

Moreover, resting-state frontal asymmetry did not significantly affect risk-taking behavior 
when included as a factor in our analyses, while the interaction between theta-power 
measured on the right and left hemisphere had a significant negative effect on risk-
taking behavior. These findings indicate that the frontal theta-power significantly affects 
risk-taking behavior, and that the relative difference between hemispheres (asymmetry) 
does not. 

3.4.4 State-dependent Effects
As previously mentioned, we found significant effects of resting-state theta-power on 
risk-taking behavior. Specifically, when adding the average left, right, and midline resting-
state theta-power to our LMM to evaluate the effects of such factors on risk-taking 
behavior, we saw that the interaction between average theta-power in the right and left 
hemispheres led to significant negative effect on risk-taking behavior. This means that 
the higher theta power in both the right and left DLPFC the lower risk-taking behavior, 
in our experimental conditions. 

The same analyses showed significant effects of right DLPFC 3 mA stimulation, 
which again reduced participants’ risk-taking behavior. However, the left hemisphere 
stimulation effect was dependent on participants’ resting-state frontal theta-power. 
We only observed significant results when the left hemisphere stimulation (at 1.5 
mA) interacted with the resting-state theta-power measured in the right hemisphere, 
which yielded significant increases in risk-taking behavior. We also added resting-state 
frontal theta-band asymmetry (left–right theta-power) as a factor to our LMM, and 
this factor did not significantly affect participants’ risk-taking behavior. However, again, 
the interaction between frontal theta-band asymmetry and left 1.5 mA tACS yielded 
significant increases in risk-taking behavior.

These findings suggest that the effects of theta-band tACS are potentially state-dependent, 
implying that although the involvement of theta-band activity in the modulation of risk-
taking behavior is clear, the direction of the results observed after theta-band tACS in 
risk-taking behavior potentially depends on the participants’ baseline frontal theta-power. 
Nevertheless, since our experimental design does not include a full EEG set, it is not 
possible to reliably attribute these measurements to specific brain areas. 

The post hoc behavioral analyses provided further evidence of state dependence. 
Despite aligning with Sela and colleagues (2012), where left DLPFC theta-band tACS 
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increased risk-taking behavior, the current results differed from those reported by Dantas 
and colleagues (2021). Further analyses revealed that longer exposure to stimulation 
resulted in reduced risk-taking behavior. Additionally, left hemisphere stimulation at 1.5 
mA led to significant reductions in risk-taking behavior (in line with Dantas et al., 2021), 
while non-significant effects were observed at 3 mA tACS when controlling for the 
amount of stimulation exposure. However, the behavioral effects of right hemisphere 
stimulation were not affected by adding these factors in the model. 

While our design aimed at controlling for spillover effects by having short breaks between 
the different stimulation conditions, it is possible that the sequence of stimulation 
protocols and/or the repetition of the task could account for the observed differences in 
effect direction. Therefore, further research is needed to disentangle the effects of the 
task and stimulation. 

Overall, our findings confirm the relevance of frontal theta-band activity in risk-taking 
behavior [20,68]. Our results further indicate that, based on EEG data, it is possible to 
estimate an individual’s risk proneness, which is a relatively simple method independent 
of a specific task. More importantly, we contribute to the field of decision neuroscience 
and advance our knowledge of the underlying neural processes of risk-taking behavior. 
Our study adds to the current literature by highlighting the importance of a specific 
oscillatory pattern in the processing of a complex behavior such as decision-making 
under risk. 

3.5 CONCLUSION
This study aimed to investigate the relationship between frontal theta-band activity 
power and risk-taking behavior using tACS at 6.5 Hz. A single-blinded, sham-controlled, 
within-subject design was used, and risk-taking behavior was measured using the MGT. 
Stimulation was applied over the left and right DLPFC at 1.5 mA and 3 mA. The results 
showed that left hemisphere stimulation led to an increase in risk-taking behavior 
compared to sham, which was also reflected as significant overall increases in frontal 
theta-power. Right hemisphere stimulation led to a reduction in risk-taking behavior 
only at a higher intensity of 3 mA; no EEG aftereffects were found. The effect of the 
stimulation was modulated by the resting-state theta-power as well as the amount of 
exposure to the stimulation. These findings suggest that lateralized oscillatory patterns 
play a crucial role in processing complex behaviors such as decision-making under risk 
and could potentially be utilized in clinical settings to diagnose and intervene in cases 
involving patients with abnormal risk-taking behaviors.
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3.A SUPPLEMENTARY MATERIAL 

3.A.1 EEG and stimulation setting

Figure 3.A.1 – EEG and stimulation settings.

The EEG settings were kept constant across sessions, with FpZ, FZ, F1, F2, F5 and F6 
electrodes (blue) placed around the stimulation sites. In each session participants 
received either stimulation over the left hemisphere (yellow) or over the right 
hemisphere (purple). 

3.A.2 Probability scores: higher scores indicate that participants chose the 
trials with lower probabilities, while lower scores indicate that participants 
chose higher probabilities

Pink Blue Choice Probability
5 1 Blue 2
1 5 Pink 2
4 2 Blue 1
2 4 Pink 1
3 3 Pink 0
3 3 Blue 0
4 2 Pink -1
2 4 Blue -1
5 1 Pink -2
1 5 Blue -2
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3.A.3 Post hoc analyses on the effects of repeated stimulation on risk-taking 
behavior
Our results indicate a significant reduction of risk-taking behavior from session 1 to 
session 2 (beta = -0.56, t(21710) = -2.52, p = 0.012). A significant increase in risk-taking 
behavior was observed due to left hemisphere stimulation in the first session both with 
intensity 1.5 mA (beta = 0.55, t(21710) = 4.28, p < .001) and 3 mA (beta = 0.52, t(21710) 
= 4.11, p < .001). 

Our results show a significant negative effect of the amount of exposure to stimulation 
(beta = -0.36, t(21710) = -3.61, p < .001), indicating a reduction on risk-taking behavior as 
the amount of exposure to stimulation increases. We also observed a significant positive 
effect of the interaction between exposure to stimulation and session (beta = 0.30, 
t(21710) = 2.21, p = 0.027). 

In these analyses, the interaction between left 1.5mA stimulation and session 2 led to 
a significant reduction in risk-taking behavior (beta = -0.50, t(21710) = -3.31, p < .001), 
replicating the findings of Dantas et al. (2021). The 3 mA stimulation did not yield a 
significant effect (beta = -0.10, t(21710) = -0.59, p = 0.556). As observed in our initial 
analyses, there was a significant reduction in risk-taking behavior during right side 3mA 
stimulation (beta = -0.59, t(21710) = -3.71, p < .001), while the effects of the right side 
1.5mA stimulation were still not significant (beta = -0.25, t(21710) = -1.79, p = 0.074).
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Figure 3.A.2 – Average risk-taking behavior by stimulation condition and amount 
of exposure to stimulation. Results are presented by session (vertical) and side 
(horizontal). The horizontal axis indicates the number of exposures to stimulation 
from zero to two. 

3.A.4 EEG analyses. Theta power changes per electrode measured

Elect. Elect. Side Stim. Side Condition Estimates std. Error CI p df
F1 left left RESTING-STATE (Baseline) -0,34 0,14 -0,62 – -0,06 0,016 198
F1 left left SHAM 0,25 0,07 0,10 – 0,39 0,001 198
F1 left left 1,5 mA 0,15 0,07 0,00 – 0,30 0,047 198
F1 left left 3 mA 0,18 0,07 0,04 – 0,33 0,013 198
F1 left right RESTING-STATE -0,05 0,08 -0,20 – 0,10 0,519 198
F1 left right SHAM -0,1 0,11 -0,31 – 0,11 0,345 198
F1 left right 1,5 mA 0 0,11 -0,22 – 0,21 0,981 198
F1 left right 3 mA 0 0,11 -0,21 – 0,21 0,996 198
F5 left left RESTING-STATE (Baseline) 0,13 0,14 -0,15 – 0,41 0,353 198
F5 left left SHAM 0,24 0,07 0,11 – 0,38 0,001 198
F5 left left 1,5 mA 0,13 0,07 -0,01 – 0,27 0,065 198
F5 left left 3 mA 0,17 0,07 0,04 – 0,31 0,013 198
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Continued.

Elect. Elect. Side Stim. Side Condition Estimates std. Error CI p df
F5 left right RESTING-STATE 0,03 0,07 -0,11 – 0,17 0,678 198
F5 left right SHAM -0,14 0,1 -0,34 – 0,06 0,171 198
F5 left right 1,5 mA -0,03 0,1 -0,23 – 0,17 0,786 198
F5 left right 3 mA -0,02 0,1 -0,21 – 0,18 0,881 198
F2 right left RESTING-STATE (Baseline) -0,4 0,14 -0,67 – -0,12 0,005 198
F2 right left SHAM 0,25 0,06 0,13 – 0,38 <0,001 198
F2 right left 1,5 mA 0,15 0,06 0,02 – 0,27 0,025 198
F2 right left 3 mA 0,18 0,06 0,05 – 0,30 0,006 198
F2 right right RESTING-STATE 0,06 0,07 -0,07 – 0,19 0,352 198
F2 right right SHAM -0,16 0,09 -0,34 – 0,03 0,093 198
F2 right right 1,5 mA -0,01 0,09 -0,20 – 0,17 0,883 198
F2 right right 3 mA -0,02 0,09 -0,20 – 0,16 0,822 198
F6 right left RESTING-STATE (Baseline) 0,15 0,14 -0,12 – 0,42 0,272 198
F6 right left SHAM 0,24 0,07 0,11 – 0,37 <0,001 198
F6 right left 1,5 mA 0,14 0,07 0,01 – 0,27 0,035 198
F6 right left 3 mA 0,2 0,06 0,07 – 0,32 0,003 198
F6 right right RESTING-STATE -0,11 0,07 -0,24 – 0,02 0,104 198
F6 right right SHAM -0,1 0,09 -0,29 – 0,08 0,265 198
F6 right right 1,5 mA 0 0,1 -0,18 – 0,19 0,96 198
F6 right right 3 mA 0,01 0,09 -0,17 – 0,20 0,879 198
FpZ midline left RESTING-STATE (Baseline) 0,32 0,14 0,05 – 0,60 0,022 198
FpZ midline left SHAM 0,22 0,07 0,09 – 0,35 0,001 198
FpZ midline left 1,5 mA 0,14 0,07 0,01 – 0,27 0,039 198
FpZ midline left 3 mA 0,18 0,07 0,05 – 0,31 0,007 198
FpZ midline right RESTING-STATE -0,03 0,07 -0,16 – 0,11 0,703 198
FpZ midline right SHAM -0,11 0,1 -0,30 – 0,08 0,254 198
FpZ midline right 1,5 mA -0,02 0,1 -0,21 – 0,17 0,839 198
FpZ midline right 3 mA 0,02 0,1 -0,17 – 0,21 0,857 198
FZ midline left RESTING-STATE (Baseline) -0,44 0,13 -0,70 – -0,18 0,001 198
FZ midline left SHAM 0,22 0,07 0,09 – 0,35 0,001 198
FZ midline left 1,5 mA 0,12 0,07 -0,01 – 0,26 0,072 198
FZ midline left 3 mA 0,14 0,07 0,01 – 0,27 0,033 198
FZ midline right RESTING-STATE -0,03 0,07 -0,17 – 0,12 0,714 198
FZ midline right SHAM -0,08 0,1 -0,27 – 0,11 0,426 198
FZ midline right 1,5 mA 0,05 0,1 -0,15 – 0,25 0,604 198
FZ midline right 3 mA 0,07 0,1 -0,12 – 0,26 0,477 198
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3.A.5 Effects of resting-state theta power on Risk.
 
Predictors Estimates std. Error CI p df
(Intercept) 26.24 0.36 25.53 – 26.94 <0.001 21730
AVLEFTPRE 2.95 2.20 -1.36 – 7.26 0.180 21730
AVRIGHTPRE -2.89 3.16 -9.08 – 3.30 0.360 21730
AVMIDLINEPRE -0.46 3.28 -6.88 – 5.97 0.889 21730
Session [2] -0.31 0.06 -0.44 – -0.18 <0.001 21730
Side [Right] -0.04 0.11 -0.26 – 0.18 0.711 21730
1.5mA 0.14 0.12 -0.10 – 0.39 0.237 21730
3 mA 0.16 0.12 -0.08 – 0.39 0.188 21730
AVLEFTPRE × AVRIGHTPRE -1.12 0.37 -1.84 – -0.39 0.002 21730
SIDE [R] : 1.5mA -0.18 0.16 -0.49 – 0.12 0.238 21730
SIDE [R] : 3 mA -0.38 0.15 -0.69 – -0.08 0.013 21730
AVLEFTPRE : 1.5mA -0.56 0.69 -1.91 – 0.80 0.420 21730
AVLEFTPRE : 3 mA -0.52 0.68 -1.85 – 0.81 0.444 21730
AVRIGHTPRE : 1.5mA 1.98 0.98 0.06 – 3.91 0.044 21730
AVRIGHTPRE : 3 mA 0.47 0.98 -1.45 – 2.38 0.634 21730
AVMIDLINEPRE : 1.5mA -1.73 1.03 -3.76 – 0.29 0.093 21730
AVMIDLINEPRE : 3 mA 0.26 1.01 -1.73 – 2.25 0.798 21730
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ABSTRACT
The prefrontal cortex can be partialized in various anatomical and functional 
sub regions. Among those regions, both right dorsolateral prefrontal cortex 
(rDLPFC) and ventromedial prefrontal cortex (VMPFC) have been associated 
with risk-taking behavior based on neuroimaging studies. Noninvasive brain 
stimulation (NIBS) studies aiming at demonstrating the functional relevance 
of neural activity in these areas almost exclusively focused on the rDLPFC, 
where its experimental stimulation with a (generally) inhibitory protocol lead 
to a measurable increase in risk-taking behavior due to reduced cognitive 
control. The functional relevance of VMPFC in risk-taking behavior has not 
yet been addressed using NIBS, although multiple neuroimaging studies 
correlate this area’s activity with valuation.

Here, we used NIBS to investigate the functional relevance of both, the 
rDLPFC and VMPFC in risk-taking behavior. We hypothesized that, compared 
to sham stimulation, VMPFC suppression leads to a reduction in risk-taking 
behavior by reducing the appeal to higher value options and consequently 
the attractiveness of riskier options, whereas rDLPFC suppression leads to 
an increase in risk taking, replicating previous findings.

We applied continuous theta burst stimulation (cTBS), a generally inhibitory 
protocol, to stimulate either VMPFC or DLPFC before the execution of the 
computerized Maastricht Gambling Task (MGT) in a within-subject design 
with 30 participants. The MGT allowed the analysis of potential brain 
region-specific effects of cTBS on risk-taking behavior such as participants’ 
choices of average values, probabilities, and response time.

cTBS applied to either rDLPFC or VMPFC both led to an increase in risk-
taking behavior and in the average value chosen as compared to sham 
transcranial magnetic stimulation. No effect on the choice of probabilities 
was found. A significant increase in response time was observed exclusively 
after suppressing rDLPFC. We speculate that these similar behavioral 
consequences following cTBS over DLPFC and VMPFC are likely due to 
the strong anatomical and functional interconnection between both brain 
regions.

Keywords: Risk-taking behavior, TMS, cTBS, rDLPFC, VMPFC
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The functional relevance of right DLPFC and VMPFC in risk-taking behavior

4.1 INTRODUCTION
The prefrontal cortex plays a fundamental role in high order cognitive processes, including 
attention, inhibitory control, decision-making and risk-taking behavior (Boggio et al., 2010; 
Kito et al., 2012; Rao et al., 2008). This region is partialized into different sub regions based 
on their cytoarchitecture, anatomical position or function (Carlén, 2017). Numerous 
imaging studies explored the relevance of these prefrontal sub regions, more specifically 
the dorsolateral prefrontal cortex (DLPFC) and ventromedial prefrontal cortex (VMPFC), 
in risk-taking behavior (Kuhnen & Knutson, 2005; Rao et al., 2008). There is currently an 
almost exclusive focus on the DLPFC when it comes to studying the functional relevance of 
prefrontal brain regions in risk-taking behavior. In contrast, systematic investigations of the 
functional relevance of VMPFC using NIBS, have not taken place, although neuroimaging 
studies repeatedly indicated that also this prefrontal area is activated during the execution 
and modulation of risk-taking behavior (Rudorf & Hare, 2014).  

The DLPFC has been reported to be involved in self-control and executive control which 
directly links to risk taking behavior (Hutcherson et al., 2012). A number of studies 
using different techniques of noninvasive brain stimulation (NIBS) have successfully 
demonstrated that  applying a (generally) inhibitory protocol to the DLPFC leads to 
increases in risk taking behavior, likely by the inhibition of self-control (Boggio et al., 
2010; Fecteau, Pascual-Leone, et al., 2007; Koul et al., 2019; Rao et al., 2008). A relevant 
example is the work of Knoch and colleagues (2006) where the experimental deactivation 
of the right DLPFC (rDLPFC) using 1 Hz repeated transcranial magnetic stimulation (TMS) 
caused significant increases in risk-taking behavior, whereas this was not the case after 
left DLPFC (lDLPFC) stimulation (Knoch et al., 2006). 

Neuroimaging literature frequently linked VMPFC activation with valuation (Bartra et 
al., 2013; Chib et al., 2009; Lim et al., 2011), the calculation of each option’s maximum 
expected utility (or expected value of reward). Valuation is a key component in the 
processing of risk. When faced with a risky choice, one integrates the available information 
and evaluates the presented options in terms of risk-benefit before choosing (Rudorf & 
Hare, 2014). This complex process, according to the economics literature, includes a 
calculation of an option’s level of risk by considering both its probabilities of winning 
and its payoff (so the option’s expected value) compared to the same aspects of the 
deferred option (Myerson, 2005). The greater the spread, thus the standard deviation, 
between winning and losing with the chosen option, the greater the risk of that option 
(Myerson, 2005). 

Within this conceptualization of risk-taking behavior, the VMPFC’s activation has been 
taken as a proxy for the value encoding component of decision-making under risk (Bartra 
et al., 2013; Chib et al., 2009). This assumption derives from previous studies correlating 
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increases in VMPFC activity to the attribution of higher subjective value of presented 
options (Chib et al., 2009; D’Argembeau, 2013; Hiser & Koenigs, 2018). According to 
these findings, we may speculate that the suppression of VMPFC activity would cause 
a significant reduction in the subjective valuation of presented options and therefore 
reduce the attractiveness of riskier options with higher benefits.

However, to our knowledge no previous studies targeted the VMPFC with NIBS while 
directly studying risk-taking behavior. One reason may be the challenging anatomical 
position of VMPFC as compared to DLPFC, requiring TMS coils capable of stimulation 
slightly deeper regions in the brain. Only recent developments allowed the stimulation 
of deeper areas such as the VMPFC using double cone coil TMS technology (Roth et al., 
2002). With the use of a double cone coil, Cho and colleagues (2015) were able to target 
the VMPFC and demonstrated that after a protocol of 10Hz repetitive TMS (rTMS), 
healthy participants displayed lower discounting rates in an intertemporal choices task 
(Cho et al., 2015). In a study including healthy participants with pathological gambling, 
neither 10Hz rTMS to the VMPFC, nor continuous Theta Burst Stimulation (CTBS, an 
inhibitory protocol) to the DLPFC reduced participants’ delay discounting (Zack et al., 
2016). Nevertheless, significant reductions in bet size, game speed and subjective 
reinforcement were observed after DLPFC suppression only (Zack et al., 2016). Although 
these studies do not explore the stimulation’s effect on risk-taking behavior directly, they 
did successfully investigate related phenomena and represent an important contribution 
to a better understanding of the functional relevance of VMPFC in decision-making (Cho 
et al., 2015; Zack et al., 2016). 

Here we aimed at investigating the functional relevance of the rDLPFC and VMPFC in 
risk-taking behavior, with two main objectives. The first being the replication of Knoch 
et al.’s finding that inhibiting the DLPFC (i.e., self-control) increases risk taking behavior 
(Knoch et al., 2006), but with a cTBS rather than 1 Hz rTMS protocol. 

The second objective is to evaluate the effects of suppressing the VMPFC with an 
inhibitory cTBS protocol on risk-taking behavior. To that end, we used the Maastricht 
Gambling Task (MGT) (Dantas et al., 2021), which is a computerized task that elicits 
and measures risk-taking behavior. This task allows us to analyze potential brain region-
specific effects of cTBS on risk-taking behavior, as well as additional measures of 
participants’ choices under risk.

Risk-taking behavior is measured by the standard deviation of the chosen option, a 
measure of risk often used in the economics and finance literature, taking into account 
of the varying payoffs and probabilities. Additional measures of participants’ choice 
pattern under risk include (1) expected value (sometimes called “bet decision” (Yazdi et 
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al., 2019) or “betting behavior” (Clark et al., 2017)) and probability spread of the chosen 
option, and (2) response time. 

We hypothesized that stimulating the rDLPFC with a generally inhibitory protocol 
leads to an increase in risk-taking behavior, due to a reduction in executive control, as 
previously found by Knoch and colleagues (2006). This effect should not be restricted to 
a specific aspect of risk-taking behavior since both the choice of probabilities and the 
average value choice would be in theory affected by a reduction in executive control. 

We also hypothesized that stimulating the VMPFC with a generally inhibitory protocol 
leads to a reduction in average values chosen due to a lower subjective value of the 
presented options. This reduction of subjective value would therefore lower appeal to 
choose riskier options with higher payoff (Berkman, 2018; Hiser & Koenigs, 2018; Rudorf 
& Hare, 2014). Since our estimation of risk-taking behavior takes into account both the 
payoff values and the probabilities of each option offered, a significant reduction in 
average value would lead to a reduction in risk-taking behavior. Based on this rationale, 
the choice of probabilities would therefore not be affected by the VMPFC suppression.

4.2 METHODS

4.2.1 Sample 
We calculated our sample size using GPower (Universität Düsseldorf: G*Power, n.d.) 
using as reference the effect size obtained by Knoch and colleagues (2006) (F(2,24) = 
4.92)), which led to an aimed sample size of 30 participants. Thirty healthy, right-handed 
participants (18 female, mean age 25.4 years, range 19–44 years, SD= 6.04) participated 
in this study. All participants were members of the academic community of Maastricht 
University, had normal or corrected-to-normal vision and gave written informed consent 
after being introduced to the experiment. As part of the recruitment, participants were 
screened for TMS safety (Safety, Ethical Considerations, and Application Guidelines for 
the Use of Transcranial Magnetic Stimulation in Clinical Practice and Research, 2009). 
The study was approved by the Ethics Review Committee Psychology and Neuroscience 
(ERCPN) of Maastricht University, The Netherlands (ERCPN 188_07_02_2018). 
Participants were compensated based on the choices they made and luck in the risk-
taking task in the form of vouchers with monetary value in the local commerce. Three 
participants reported discomfort during the stimulation and one of them reported 
headache after participation in session 1 and were therefore not invited to the following 
sessions. Their results were excluded from the analyses. We report how we determined 
our sample size, all data exclusions, all inclusion/exclusion criteria, whether inclusion/
exclusion criteria were established prior to data analysis, all manipulations, and all 
measures in the study.
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4.2.2 Task
To elicit and evaluate participants’ risk-taking behavior and estimate their valuation and 
choice of probabilities, we used the Maastricht Gambling Task (MGT). This task is based 
on the Cambridge gambling Task (CGT) (Rogers et al., 1999), but controls for loss aversion, 
memory and wealth effects (Dantas et al., 2021). In the MGT, participants are asked to 
indicate the color of the box they believe that hides a token represented by a yellow 
X. They see six boxes which can be either pink or blue. The task presents independent 
trials in which the boxes distribution and payback offered to each option varies. The 
task consists of 2 repetitions of 125 unique trials, with all possible combinations of 
probabilities (1/6 pink and 5/6 blue to 5/6 pink and 1/6 blue) and rewards (5, 25, 50, 
75 and 100 points). If the participant guesses the color that hides the token correctly, 
she wins the value assigned to that color. Otherwise, the participant gains zero points. 
Participants played the complete task twice in each session (before and after stimulation). 
Please refer to Dantas et al. (2021) for more details of the task.

For compensation, a random trial was selected by the participant and out of that 
outcome, each point gained in the task was converted to €0.1 in their final compensation 
to be paid by the end of the experiment. From the task we obtain four main dependent 
variables: risk, average value, probability scores and response time (exact calculations 
are presented in the Statistical analyses, section 4.2.5).

4.2.3 Procedure
In each session participants were asked to first fill in a pre-experimental check and sign 
a consent form confirming the absence of COVID-19 symptoms and recognizing being 
aware of the specific measures taken to guarantee safety from contamination, following 
Maastricht University’s guidelines. They were then assigned to a randomized condition 
determining the order of stimulation.

Afterwards, the stimulations sites were determined according to the international 10-20 
EEG system. To stimulate we located the coil above FpZ (VMPFC) and F4 (rDLPFC) F4. 
Sham stimulation was delivered either over FpZ or F4 (50% of the times in each location 
also in a randomized fashion). In the first session, the resting motor threshold (rMT) was 
determined.

Participants then received a task explanation and instructions, followed by 10 practice 
trials. In the sequence, they played five rounds of 50 trials each of the MGT. They then 
received the stimulation in the location determined according to the protocol assigned 
for that day and immediately after, they played the MGT for a second time.

After playing the game twice, participants were asked to select a random number using 
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an online random number generator and the selected number represented the trial that 
would be paid by the end of the experiment. We then reported the payoff obtained in 
that session and the participants were dismissed. 

The same procedure was repeated in every session, during which participants received 
either VMPFC, rDLPFC or sham stimulation. By the end of the third session participants 
were compensated with €7.5 per hour of participation and the total gained with one 
random trial of the task per experimental session. After this, participants were debriefed.

4.2.4 Stimulation
In each session participants received either VMPFC, rDLPFC or sham stimulation 
immediately before the second repetition of the MGT. The stimulation position was 
determined using the international 10/20 EEG system, with FpZ as location for the 
VMPFC stimulation and F4 for rDLPFC stimulation. The sham stimulation position was 
randomly assigned and could be over FpZ or F4, with the coil flipped by 180 degrees, 
meaning that no actual stimulation occurred in this condition. 

Choosing an ideal control condition for TMS studies is difficult and which of the control 
conditions is the best to use is still under debate (Duecker & Sack, 2015; Loo et al., 
2000). We chose to use a sham condition, during which we flipped the coil 180 degrees. 
Hereby, participants are exposed to the same clicking sound, however they do not 
receive actual stimulation.

We used a continuous theta burst stimulation protocol (cTBS), composed by a continuous 
40 s train of 600 pulses, with short bursts (3 stimuli) of 50 Hz rTMS repeated at theta 
range (5 Hz) using a MagVenture x100 stimulator (MagVenture A/S, Farum, Denmark). 

To be able to reach the VMPFC we used a double cone coil (MagVenture Cool D-B80 
MagVenture A/S, Farum, Denmark), which allows deeper stimulation (Cho et al., 2015). 
The coil was placed tangentially to the scalp with the handle pointing backwards, parallel 
to the midline. 

Magnetic stimulation was applied at 100% individual resting motor threshold (mean 
stimulation intensity = 36.6% (+/- 6.1 SD) of maximum stimulator output). The individual 
resting motor threshold was defined as the lowest stimulation intensity needed to elicit 
a visible contraction of the left abductor pollicis brevis (APB) in five out of ten pulses 
after stimulating the right motor cortex. 

The simulation of the magnetic field for the stimulation protocol can be seen in Fig 1, 
using SimNibs (Thielscher et al., 2015). We also ran a simulation to exclude a possible 
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overlap between the stimulated areas in both active conditions, using a threshold of 
1V/m (Figure 1 C).

Figure 4.1 – SimNibs simulations of the induced electric field for the active 
stimulation protocols. Simulation of the induced electric field using SIMNIBS 
(Thielscher et al., 2015) of VMPFC stimulation (A), rDLPFC stimulation (B) and a 
simulation of a possible overlap between the two stimulation protocols at a 1 V/m 
threshold (C), also produced using SIMNIBS (Thielscher et al., 2015).

4.2.5 Statistical analyses
We focused on the four dependent variables obtained from the MGT (risk, value, probability 
scores and response time). To analyze risk, we estimated the standard deviation chosen 
in each trial, which takes into consideration both the probability of the chosen alternative 
and its payoff (Burke & Tobler, 2011; Dantas et al., 2021; Tobler et al., 2007). For each 
trial, participants can choose to bet on the color X (X= blue or pink), with probability p, a 
payoff of x and expected payoff E(X) of xp. The risk of this trial is therefore estimated by 
calculating the variance of payoffs from choosing color X in the trial i.

𝑉𝑎𝑟𝑋𝑖=∑𝑝𝑥  −𝐸(𝑋)2	 (1)

The standard deviation is then calculated as the square root of the given variance, where:

𝑅𝑖𝑠𝑘= 𝑆𝐷=𝑉𝑎𝑟𝑋	 (2)
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Considering that this measure of risk is composed of distinct factors, we also look into 
the average values and probabilities chosen by participants. Average value is calculated 
by averaging the participants’ choices of value across task repetitions. To estimate 
participants’ choices of probabilities, similarly to what was done in previous studies 
(Fecteau, Knoch, et al., 2007; Knoch et al., 2006; Rogers et al., 1999), we attributed scores 
to the probabilities chosen. Probabilities below 50% (considered in previous studies as 
risky (Rogers et al., 1999)) received positive scores and probabilities above 50% receive 
negative scores. The probabilities chosen were then transformed into a scale ranging 
from -2 to 2, where -2 indicates a probability of 5/6 and 2 indicates a probability of 1/6. 

Finally, response times were measured per trial in seconds, from the moment when 
the trial was displayed in the screen until the participants’ responses. All dependent 
measures were obtained from the MGT and preprocessed for analyses using customized 
MATLAB scripts (MATLAB R2018b, 2018). Since participants responded to the exact same 
trial twice each time they played the game, we averaged these responses to consolidate 
our dataset, considering they presented 94% consistency across these repetitions. In 
total we have 750 observations per participant (125 unique trials * 2 blocks * 3 sessions), 
with a total of 22500 observations. 

The statistical analyses were done using customized R scripts (R Core team, 2015). We 
started the analyses by removing outliers, using custom R scripts to remove observations 
outside 1.5 times the interquartile range above the upper quartile and bellow the 
lower quartile (R Bloggers, 2011). No observations were excluded from the analyses of 
risk, valuation, or probability scores. 760 observations (of different participants) were 
excluded from the response time analyses as outliers, leaving 21740 observations.

We then ran a series of linear mixed model analyses. All models included block (block1 
(before stimulation) or block2 (after stimulation)), stimulation (sham, VMPFC and 
rDLPFC) and their interaction (block*stimulation) as factors. The variables were dummy-
coded, whereby block 1, was coded as 0 (baseline) and block 2was coded as 1. Sham was 
coded as 0 and hence presented the baseline to which a dummy variable for VMPFC and 
a dummy variable for rDLPFC were compared (please refer to the Appendices, section 
4.A.1). 

Given the within subject experimental design, we used participant as a random factor. 
Each participant was exposed to 125 unique trials with different choice scenarios. Each 
of these trials was coded in a variable named “Trial code”. We used the combination 
of the participant and trial code as random intercept in our model, which captures 
individuals’ baseline and accounts for individual differences to unique trials. Our model 
assumes that changes from this baseline are due to the factors included in the model as 
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fixed effects and hence no random slope is included.

The effects of stimulation on risk, valuation and probability scores were estimated by 
fitting a linear mixed model estimated using reduced maximum likelihood (REML) and 
compound symmetry (CS) covariance structure. The analysis of the effects on response 
time used a first order autoregressive (AR1) covariance structure. To ensure transparency 
and reproducibility, all data and codes used for its analyses and task are available at 
https://data.mendeley.com/datasets/vwzz3dt3pf. No part of the study procedures or 
analyses was pre-registered prior to the research being conducted.

4.3 RESULTS

4.3.1 Risk-taking behavior
Our results show a significant effect of the interaction block*stimulation, indicating 
an increase in risk-taking behavior after the suppression of both rDLPFC and VMPFC 
compared to sham, with a significant positive effect of block2*rDLPFC (beta = 0.46, 
t(23214) = 3.37, p < .001) and block2*VMPFC (beta = 0.35, t(23214) = 2.52, p = .01) 
on risk-taking behavior. Although the rDLPFC suppression effect has a higher beta 
compared to the effects observed after VMPFC inhibition, the contrast between these 
two conditions is not significantly different (block2*rDLPFC, beta = 0.12, t(15466) = .85, 
p = .394) (Figure 2). 

There was also a significant negative effect of block, indicating that overall, participants 
reduced their risk-taking behavior from the first (baseline, dummy coded as zero) to the 
second repetition of the task (beta = -0.21, t(23214) = -2.21, p = 0.012) conditional on 
stimulation being Sham. There were no significant main effects of either rDLPFC (beta = 
-0.16, t(23214) = -1.67, p = 0.095) nor VMPFC (beta = -0.18, t(23214) = -1.90, p = 0.057) 
compared to sham in the first block.
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FIGURE 4.2 - AVERAGE DIFFERENCES IN RISK-TAKING BEHAVIOR (N=30). AVERAGE 
DIFFERENCES IN RISK-TAKING ESTIMATED BY THE AVERAGE STANDARD DEVIATION OF 
EACH PARTICIPANT’S CHOICE ACROSS STIMULATION CONDITIONS (SHAM IN GREEN, 
VMPFC IN ORANGE, AND RDLPFC IN PURPLE) AND CONTRASTING THE RESULTS OBTAINED 
AFTER STIMULATION FROM BEFORE IT (BLOCK 2 – BLOCK 1). DARK RED MARKS INDICATE 
THE MEAN RISK PER CONDITION. *P<0.05; **P<0.01; ***P<0.001.

4.3.2 Valuation
With respect to participants’ average value chosen, the interaction of block2 with both 
active stimulation protocols, rDLPFC suppression (block2*rDLPFC, beta = 0.98, t(23214) 
= 3.16, p = .002) and VMPFC suppression (block2*VMPFC, beta = 0.71, t(23214) = 2.29, 
p = .022) was positive and significant. This means that the average value chosen by 
participants after rDLPFC and VMPFC stimulation were significantly higher than after 
sham stimulation. The contrast between VMPFC and rDLPFC inhibition protocols is not 
significantly different (block2*rDLPFC, beta = 0.27, t(15466) = .89, p = .374). 

We also found a marginally significant negative effect of block with a reduction of 
average value from block 1 (baseline, dummy coded as zero) to block 2 (beta = -0.43, 
t(23214) = -1.98, p = 0.048) conditional on stimulation being Sham. Hence we observed 
a reduction in average value chosen between the first and second repetition of the task 
in the sham condition.
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Figure 4.3 - Average differences in valuation (n=30). Average differences in valuation 
estimated by the average value chosen by participants across stimulation conditions 
(Sham in green, VMPFC in orange, and rDLPFC in purple) and contrasting the results 
obtained after stimulation from before it (Block 2 – Block 1). Dark red marks indicate 
the mean risk per condition. *p<0.05; **p<0.01; ***p<0.001.

4.3.3 Probability choices
When analyzing the average probability choices obtained before and after the 
stimulation protocols, we found no significant effects of either the interaction of block2 
with the rDLPFC (p = .99) or the VMPFC stimulation (p = .95), meaning that there was no 
significant effect of the stimulation protocols.

4.3.4 Response time
The analyses of participants’ response times indicated that participants were overall 
significantly faster in the second repetition of the task with a significant negative effect 
of block, comparing block1 to block2 (beta = -0.06, t(21704) = -12.32, p < .001). We also 
found a significant positive effect of the interaction between block2 and the rDLPFC 
stimulation (beta = 0.01, t(21704) = 2.17, p = .03). Albeit not significant, the interaction 
between block2 and VMPFC stimulation led to a decrease in response time (beta = 
-0.009, t(21704) = -1.32, p = 0.188). These results indicate that rDLPFC stimulation (but 
not VMPFC or the sham stimulation) led to a significant increase in response time.
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Figure 4.4 - Average differences in response time (n=30). Average differences in 
response time estimated across stimulation conditions (Sham in green, VMPFC 
in orange, and rDLPFC in purple) and contrasting the results obtained after 
stimulation from before it (Block 2 – Block 1). Dark red marks indicate the mean risk 
per condition. *p<0.05; **p<0.01; ***p<0.001.
 

4.4 DISCUSSION
Here, we aimed at using cTBS to investigate the functional relevance of two important 
prefrontal brain regions, the rDLPFC and the VMPFC, in risk-taking behavior, during the 
execution of the computerized MGT. Regarding the rDLPFC stimulation, we aimed at 
replicating the findings of Knoch and colleagues (2006) by stimulating this area with 
an inhibitory protocol expecting to significantly increase risk-taking behavior. However, 
rather than using a 10Hz rTMS protocol (Knoch et al., 2006), a cTBS protocol was adopted 
to reach such suppression with a shorter stimulation time. Our results show a successful 
replication of their findings, with a significant increase of risk-taking behavior after the 
cTBS-induced rDLPFC suppression. 

Our second objective was to investigate the functional relevance of the VMPFC in risk-
taking behavior. Recent TMS coil developments allow greater stimulation depth with the 
use of double-cone coils, making stimulation of deeper-lying areas, such as the VMPFC 
possible (Cho et al., 2015). We hypothesized that, compared to sham stimulation, VMPFC 
suppression would lead to a reduction in risk-taking behavior by reducing the appeal to 
riskier options with higher pay off. Contrary to our initial hypothesis, our results indicate 
that VMPFC suppression also leads to a significant increase in risk-taking behavior, 
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although a greater effect size was observed after rDLPFC suppression. 

The MGT allowed us to analyze potential brain region-specific effects of cTBS on risk-
taking behavior such as participants’ average probability choices, average values, 
and response time after both rDLPFC and VMPFC stimulation. Our results indicate a 
significant increase in average value choices after both protocols, while no significant 
changes in probability choices were observed after either. 

It is interesting to observe that the effects of both stimulation protocols on risk-taking 
behavior were driven by participants’ valuation processing, and no significant effects 
were observed in their probability choices. This means that, considering that risk-taking 
behavior is estimated by calculating the standard deviation of the participant’s choice, 
which takes into account both the option probability and payoff (see formulas 1 and 2 
in the statistical analyses, section 4.2.5) (Myerson, 2005), a significant change in risk-
taking behavior would be driven by one of these factors or an interaction between 
them. Hence, once there is no significant change in the probability scores, the significant 
increase in risk-taking behavior observed must be attributed to the significant increase 
in average value choices.

The finding that both VMPFC and rDLPFC suppression led to an increase in the average 
value choices and hence risk-taking behavior, with a stronger effect for the rDLPFC 
suppression, indicates that the VMPFC may not the only area responsible for valuation 
processing. A more feasible explanation, according to our findings, would be a network 
processing involving both the VMPFC and the DLPFC to evaluate options and modulate 
risk-taking behavior.

The similar results regarding risk-taking behavior and average choice of values obtained 
after the stimulation of the rDLPFC and VMPFC are also maybe not that surprising. These 
two areas are known to have a strong association considering their strong anatomical 
connectivity (Ghashghaei & Barbas, 2002). At least in the conditions of our study, it does 
not seem to be possible to fully dissociate the activity of the rDLPFC and VMPFC regarding 
risk-taking behavior and value choices using a repetitive inhibitory cTBS protocol. Our 
findings are in line with the results of Rudorf and Hare (2014), who demonstrated an 
interplay between the rDLPFC and the VMPFC during valuation in different contexts. 
According to the authors, varying choice contexts require more executive control for 
proper adjustment (Rudorf & Hare, 2014). An example of such variation is presented 
during the MGT, in which each trial brings different probabilities and payoffs with varying 
risk levels which can be more or less challenging, demanding adjustment and therefore 
more executive control.
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Our findings are also in line with the assumption of Fecteau and colleagues (2007) that 
the DLPFC suppression would also affect the VMPFC and vice-versa due to their strong 
connectivity (Fecteau, Knoch, et al., 2007). The strong functional interplay between 
these two areas has been reported in several studies, for example, in the context of 
depression treatment (Dunlop et al., 2017), emotional regulation in bipolar disorder 
(Ladouceur et al., 2011) and during self-control in healthy participants. For example, 
Hare, Camerer and Rangel (2009) demonstrated the correlation between self-control 
during a choice task and the functional connectivity between DLPFC and VMPFC using 
fMRI (Hare et al., 2009). 

Another possible explanation for the similar results obtained after both rDLPFC and 
VMPFC stimulation would be an overlap of stimulated areas. TMS is known as the NIBS 
method that offers greater focality. Nevertheless, considering our objective of reaching 
the VMPFC with our stimulation protocol, we opted for a double cone coil, which grants 
greater depth of stimulation (MagVenture, n.d.-b). However, this coil design offers lower 
focality compared to a traditional figure-of-eight coil (MagVenture, n.d.-a). To check for 
the possibility of stimulation overlap, we ran a simulation of the stimulated areas, with 
SimNibs (Thielscher et al., 2015), using a threshold of 1 V/m. The results, presented in 
Fig 1 show no significant overlap, meaning that this is an unlikely explanation. 

Interestingly, and confirming the independent stimulation of each area, we found 
a region exclusive significant increase in response time after rDLPFC suppression but 
not after VMPFC or sham stimulation, excluding the overlap hypothesis. Albeit not 
significant, the VMPFC stimulation led to a decrease in response time. These findings 
represent behavioral evidence for the independent stimulation of these two areas since 
the increase of response time observed after rDLPFC stimulation is exclusive to this 
condition. This increase in response time might be attributed to varied factors. Higher 
response times are frequently associated with longer deliberation times, while shorter 
response times are commonly correlated with impulsivity and anxiety (Rubinstein, 
2013). Considering the role of the DLPFC on executive control, we cannot attribute the 
observed increase in response time after the suppression of the rDLPFC to increased 
deliberation. However, it is possible that the temporary disruption of the rDLPFC, leads 
to the recruitment of other brain areas such as the left DLPFC or even the VMPFC itself, 
yielding higher response times. Nevertheless, this mechanism can only be speculated at 
this point and still needs to be explored for example by using a combination of NIBS and 
neuroimaging techniques.

Potential clinical applications emerge from these findings. Abnormal risk-taking behavior 
is a symptom and a diagnostic criterion in a variety of neural and psychological disorders 
including gambling disorder, addiction, binge eating, bipolar disorder, attention-deficit/
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hyperactivity disorder (ADHD), and frontotemporal dementia (Dekkers et al., 2020; 
Giorgetta et al., 2012; Manoochehri & Huey, 2012; Pettorruso Giovanni Martinotti et al., 
2020; Pettorruso et al., 2021; Reddy et al., 2013). Therefore, clarifying the underlying 
neural mechanisms of risk-taking behavior allows the development of more efficient 
treatment techniques. Using prefrontal TMS as therapeutic tool in the treatment or 
symptom management of patients with abnormal risk-taking is in line with previous 
findings (Pettorruso et al., 2021).

Decision-making under risk strongly affects people’s health and wellbeing. In a clinical 
context, risk taking might even play a vital role, for example in suicidal ideation. TMS been 
applied in various clinical studies where the rates of suicidal ideation among participants 
with major depression disorder could significantly be reduced through prefrontal TMS 
(Croarkin et al., 2018; Cui et al., 2022; Weissman et al., 2018). Yet, these hypothesis and 
clinical applications still have to be explored in further studies.

As discussed, we found an increase in risk-taking behavior after both rDLPFC and VMPFC 
stimulation. A possible explanation for this could be that the results we see are caused 
by unspecific side effects of brain stimulation such as pain and/or unpleasantness. 
What in our perspective, however, speaks against this interpretation is the fact that 
we used a so-called TMS offline design, meaning that brain stimulation was applied 
outside the execution of the behavioral task. It is therefore rather unlikely that any 
potential unpleasant sensation during stimulation would affect task performance 
measures several minutes after stimulation has terminated. In addition, although risk 
taking behavior indeed increased after both, DLPFC and VMPFC stimulation, we also 
found differential effects between both brain regions with regard to response times, 
with an increase in response time only after rDLPFC stimulation and not after VMPFC 
stimulation. Therefore, we can conclude that the observed results are indeed due to 
strong interconnection between both VMPFC and rDLPFC that interact actively during 
the modulation of risk-taking behavior.

4.5 CONCLUSION
In conclusion, we here demonstrate a functional role of both, the rDLPFC and VMPFC in 
risk-taking behavior. We showed an increase in risk-taking behavior after right DLPFC cTBS, 
which replicates previous findings (Knoch et al., 2006). We also showed that cTBS applied 
over VMPFC also leads to increases in risk-taking behavior. Our results indicate that the 
increase in risky choices after stimulating both areas are likely due to increases in average 
valuation, contradicting theories that attribute valuation processing solely to the VMPFC. 
The study contributes to a better understanding of the underlying neural mechanisms of 
risk-taking behavior and the functional relevance of the VMPFC within this network, and 
expands the knowledge on the interconnection between rDLPFC and VMPFC.
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4.A SUPPLEMENTARY MATERIAL 

4.A.1 Variables coding
Table 4.A.1 Block coding:
Block Code
Before stimulation 0
After stimulation 1

Table 4.A.2 Stimulation condition coding:
Stimulation condition Code
Sham 0
VMPFC 1
rDLPFC 2

4.A.2 Results tables
Table 4.A.3 – Risk-taking behavior

Value Std. Error DF t-value p-value
(Intercept) 26,25 0,35 23214 75,31 0,000
Block2 -0,21 0,10 23214 -2,21 0,027
VMPFC -0,18 0,10 23214 -1,90 0,057
rDLPFC -0,16 0,10 23214 -1,67 0,095
Block2*VMPFC 0,35 0,14 23214 2,52 0,012
Block2*rDLPFC 0,46 0,14 23214 3,37 0,001

Table 4.A.4 - Average value choices
Value Std. Error DF t-value p-value

(Intercept) 59,53 0,78 23214 76,36 0,000
Block2 -0,43 0,22 23214 -1,98 0,048
VMPFC -0,36 0,22 23214 -1,64 0,101
rDLPFC -0,31 0,22 23214 -1,40 0,163
Block2*VMPFC 0,71 0,31 23214 2,29 0,022
Block2*rDLPFC 0,98 0,31 23214 3,16 0,002

Table 4.A.5 - Probability choices
Value Std. Error DF t-value p-value

(Intercept) -0,92 0,03 23214 -33,00 0,000
Block2 0,01 0,01 23214 0,67 0,506
VMPFC 0,00 0,01 23214 -0,05 0,962
rDLPFC 0,00 0,01 23214 0,31 0,757
Block2*VMPFC 0,00 0,02 23214 -0,07 0,946
Block2*rDLPFC 0,00 0,02 23214 0,02 0,987



143

4

The functional relevance of right DLPFC and VMPFC in risk-taking behavior

Table 4.A.6 - Response time
Value Std. Error DF t-value p-value

(Intercept) 0,86 0,02 21704 35,43 0,000
Block2 -0,06 0,00 21704 -12,32 0,000
VMPFC -0,03 0,01 21704 -5,03 0,000
rDLPFC -0,02 0,01 21704 -3,30 0,001
Block2*VMPFC -0,01 0,01 21704 -1,32 0,188
Block2*rDLPFC 0,01 0,01 21704 2,17 0,030
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ABSTRACT
Animal models, human neuroimaging and lesion studies revealed that the 
gut microbiota can influence the interaction between the central and the 
enteric nervous systems via the gut-brain axis (GBA) and can affect brain 
regions linked to basic emotional and cognitive processes. The role of 
the gut microbiota in decision-making in healthy humans thus far remains 
largely unknown. Our study establishes a functional relationship between 
the gut microbiota and healthy humans’ decisions that involve risk and 
time. We conducted a between subjects’ placebo-controlled double-
blinded design, with two groups and two sessions separated by 28 days, 
during which participants received daily doses of probiotics or a placebo. 
We investigated whether the prolonged and controlled intake of probiotics 
affects risk-taking behavior and intertemporal choices using incentivized 
economic tasks. 

We found a significant decrease in risk-taking behavior and an increase in 
future-oriented choices in the probiotics group as compared to the placebo 
group. These findings provide the first direct experimental evidence 
suggesting a potential functional role on the part of the microbiota-
gut-brain axis in decision-making, creating a path for potential clinical 
applications and allowing for a better understanding of the underlying 
neural mechanisms of risk-taking behavior and intertemporal choices. 

KEYWORDS: GUT-BRAIN, PROBIOTICS, RISK, INTERTEMPORAL CHOICE
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5.1 INTRODUCTION
Our gut hosts a complex ecosystem of bacteria which plays a fundamental role on 
maintaining our health, nutrition, immune defenses and as more recently discovered, 
brain activity and behavior 1. These gut microbiota form a complex system composed 
also by the central and enteric nervous systems, known as the microbiota-gut-brain-
axis 2. The proper ecological balance of the gut microbiota is known to affect brain 
development, cognitive performance 3, mood, reactivity to stress and socialization 4–6, 
and it even plays a role in certain psychopathologies 3,7–9. Nevertheless, we still lack an 
understanding toward the effects of this system on decision-making. To address this, we 
conducted a double-blinded experiment in which we externally administered probiotics 
or placebo among healthy participants and established the causal relationship between 
probiotics intake and risky and intertemporal decision-making.

The study of the relationship between gut microbiota and decision making in animal 
studies has shown promising results. For instance, antibiotics-induced changes in the 
gut microbiota lead to increases in exploratory behavior 10, while germ-free mice exhibit 
anxiety-like behavior and increased risk-taking behavior, which reverts to normal levels 
with bacterial colonization 11. Furthermore, it was revealed that the Bifidobacteria 
infantis, commonly present in healthy intestines, plays an important role in tryptophan 
metabolism, influencing serotonin production 12. In a similar vein, research with germ-free 
mice revealed increased concentrations of cortical dopamine and the influence of the gut 
microbiota on the myelination of frontal brain areas 13. All these factors play important 
roles in high-order cognitive processes, which also includes decision-making 14–17.

The results obtained in animal models have been successfully replicated in humans, 
demonstrating the relevance of the gut microbiota for brain development, important 
cognitive processes and behavior 5,18. Studies with patients have demonstrated the 
clinical potential of GBA interventions 19 but fewer studies have explored the role of the 
GBA in healthy participants’ cognition 3. 

Amongst the studies with healthy participants, relevant findings were obtained with 
the use of brain functional magnetic resonance imaging (fMRI). For example, it was 
identified that the Bifidobacterium concentration is positively correlated with the 
increasing connectivity of the frontal nodes of the default mode network, while the 
prevalence of Prevotella_9 and Bacteroides is negatively correlated 20. It was also shown 
that participants who received probiotics, compared to a control group, had decreased 
functional connectivity between the frontal pole and frontal medial-cortex during 
resting-state fMRI 12, as well as a significant reduction in brain activity in sensory and 
affective regions, such as the insula, and increased activity in cortical regulatory regions, 
such as the DLPFC and MPFC, during a standardized emotional face recognition task 
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28. Both the DLPFC and ventromedial prefrontal cortex (VMPFC) play a fundamental 
role in decision-making 21 and are especially relevant to risk-taking behavior 22–26 and 
intertemporal choices 21,27,28, the focus of this study. Although these findings cited above 
point to a potential influence of the GBA in decision-making, this direct relationship is 
still unexplored. Therefore, we here investigate how changes in the gut microbiota can 
affect human decision-making in healthy participants and more specifically risk-taking 
behavior and intertemporal decision-making. 

To that end, we used a double-blind protocol with 4 weeks of ingestion of either probiotics 
or placebo (two groups, gender balanced, between subjects’ design) and incentivized 
tasks to measure risk-taking behavior and intertemporal choices. Specifically, we used the 
Maastricht Gambling Task (MGT) 24 to measure risk-taking behavior and the Maastricht 
Choice Game (MCG) to assess intertemporal choices. We hypothesized that by changing 
the gut microbiota composition with the probiotics protocol, we could affect risk-taking 
behavior and intertemporal choices. These changes would occur via the gut-brain axis 
leading to changes in brain activity. According to the results observed both in animal 
models and the effects of probiotics in brain activity 8,11,18,29, we expect a significant 
reduction both on risk-taking behavior and present bias. Hence, we hypothesized that the 
processing of risk and intertemporal decisions goes beyond the central nervous system’s 
limits in our healthy participants. A graphic abstract of our study is depicted in Figure 5.1. 

Figure 5.1 - Graphical abstract 
Figure depicts a graphic abstract of the present study.
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5.2 METHODS
We conducted a double-blind between-subjects study, with probiotics or placebo 
administration as a between-subjects factor. The study included two experimental 
sessions with a 28-day interval, during which participants took daily doses of either 
active probiotics or placebo (see section 5.2.5 for details). The study included a 
questionnaire to control for diet, arousal, self-control, and mood effects, as well as to 
provide alternative measures of time and risk preferences.

5.2.1 Sample 
We recruited 72 participants using posters on campus and social media targeting the 
local community. Due to the COVID-19 lockdown in March of 2019, twelve participants 
discontinued the experiment, and three participants were excluded from the sample 
because they did not follow the probiotic intake protocol. Therefore, 57 healthy 
adults, with no reported psychological, psychiatric or gastric disease, right-handed, 
using a gender balanced sample (29 women) and with an average age of 23.4 years 
(SD=4) finished the experiment (29 in the probiotics group, 28 in the placebo group). 
All participants had normal or corrected-to-normal vision, reported to be well rested 
during the experimental session’s days and gave written informed consent after being 
introduced to the experiment and screened for safety. 

The safety screening followed the procedures recommended by the manufacturer 
(Winclove probiotics, The Netherlands) 11,30, excluding participants who had any sort of 
gastrointestinal disease or were using any medication during the experiment, with the 
exception of contraceptive pills. The study was approved by the local ethical committee, 
Maastricht University’s Ethics Review Committee of Psychology and Neuroscience 
(ERCPN, approval code OZL_208_15_05_2019) and carried out in accordance with the 
standards set by the Declaration of Helsinki (Fortaleza Amendments). 

Participants were asked to not consume more than two units of alcohol a day or any 
drugs on the day before, as well as during the experiment. Additionally, they were 
required to not take any antibiotics, medication or other probiotics throughout the entire 
experimental period. Participants were compensated for participation and rewarded 
according to task outcome.

5.2.2 Experimental design 
Each participant underwent one of the assigned conditions of microbiota manipulation 
(probiotics or placebo). The conditions were assigned randomly, and the experiment was 
conducted in a double-blind fashion. Participation included two experimental sessions 
separated by 28 days (+/- 1), during which participants took daily doses of probiotics 
or placebo. Participants were reminded daily about probiotics ingestion via email to 
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improve compliance, and a follow-up questionnaire was used in Session 2 to check for 
proper probiotic/placebo intake. The experimental design is illustrated in Figure 5.2.

In each session, participants were invited to our laboratory, where they signed the 
written consent form and filled out a questionnaire via Qualtrics. They were instructed 
to not change their dietary patterns, not take any probiotics other than those provided 
to them as part of the experiment and not to take antibiotics during the 30 days of this 
experiment. Any deviations had to be reported, and participants who did not sufficiently 
comply with these requirements were excluded from the sample, with three participants 
being excluded from the sample for these reasons. 

In the first session, participants first filled in a questionnaire to check for diet, arousal, 
self-control, and mood effects. We also used the Global Preference Survey 31 (GPS) to 
estimate  risk and time preferences. The survey was adapted using the text from the 
English version, with values pertinent to the Dutch population (based on the Dutch 
version), considering that our international participant base is fluent in English and 
resides in the Netherlands. After filling in the questionnaire, participants were also asked 
to fill out the Brief Self-Control Scale 32 (BSCS), the Self-Assessment Manikin 33 (SAM) and 
a short diet assessment. This was done to later be able to control for self-control, mood 
and potential dietary changes, respectively. 

Finally, participants completed the Maastricht Gambling Task (MGT) and the Maastricht 
Choice Game (MCG), computer tasks used to elicit and estimate risk- -taking behavior 
and intertemporal choices, respectively. The task order was randomized to avoid any 
potential order effect. The explanation of each task was followed by ten practice trials 
before task execution. The tasks are described in more detail below.

After finishing the two tasks, we used an online random number generator, with which 
participants could select a random trial in each task that would be used to determine 
payments. Following the completion of the first session of the experiment, participants 
either received the first dose of probiotics or placebo and a box with the remaining 29 
doses in individual sachets. They were instructed to take one dose daily for the next 
28 days and reminded daily via mail to take their doses. The last dose was taken in 
Experimental Session 2. 
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To minimize possible differences in responses due to differences in the period of the day 
in which the experiment was conducted, session 2 took place on the 30th (+/- 1) day of 
the experimental period, at the same period of the day. Before starting the procedures, 
participants ingested the last dose of either probiotics or placebo at the lab. Participants 
also completed a check, in which they stated whether they missed any doses during the 
interval. Participants who missed taking three or more doses were excluded from the 
sample. The second session followed the same procedure as Session 1, only the GPS was 
now not administered. At the end of Session 2, participants were debriefed.  

After each session, payments to participants were administered in two parts. In the first 
part, participants randomly chose one trial of the MGT and one trial of the MCG for 
payment. As the MCG involves payments at different dates after the session (explained 
in detail in Section 5.2.4), bank transfers were made on the dates specified in a randomly 
chosen trial in MCG. We used this method so that all MCG payments could be done in 
the same way without participants having to come back to the lab. The second part 
of the payment, including their participation reward, at the rate of €7,5 per hour, plus 
rewards to the randomly chosen trial in MGT was made using vouchers with monetary 
value. This was done at the end of the experiment (end of session 2). 

5.2.3 Maastricht Gambling Task (MGT)
The MGT is a computerized gambling task that is based on the Risk Task or Cambridge 
Gambling Task 34 and further developed by Dantas et al. (2021). Participants are presented 
with six colored boxes (see Figure 5.3A for an example screen) that can be either pink 
or blue. The number of pink boxes was randomized and could range from one to five 
(the remaining boxes are blue). Participants are informed that a token represented by 
a yellow X is hidden in one of the boxes. They need to guess the color of the box that 
hides the token. Unlike the original Risk Task, the MGT uses independent trials to control 
for memory effects. Moreover, to control for loss aversion, in the MGT participants do 
not lose points. The trials offer either positive points in case of a correct guess or zero 
points in the case of incorrect guess. Finally, to avoid any type of deception, all possible 
combinations of payoff and probabilities are presented to the participants and the token 
position is clearly randomized. Please see Dantas et al. (2021 present in Chapter 2, 
section 2.2.3 of this volume) for a complete description of the task. 
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Figure 5.3 - Example screens of the tasks used. 
Image A displays an example screen from the Maastricht Gambling Task (MGT), and 
image B shows an example screen from the Maastricht Choice Game (MCG).

5.2.4 Maastricht Choice Game (MCG)
We developed the MCG to elicit and estimate intertemporal choices based on the 
Convex Time Budget (CTB) method developed by Andreoni and Sprenger (2009) 35. We 
used the CTB concept applied in a similar choice environment that is used in the MGT to 
maintain a relatively constant visual stimulation. In contrast to the MGT, and following 
the CTB method, each participant is initially endowed with 100 tokens and must spend 
this endowment entirely on two options. 
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Each option involves a payment at a specific date, an earlier date and a later date. The 
earlier options (t) could either be immediate (zero days) or in 35 days (after the end of 
the experiment). The later options offered either 35, 72 or 90 days (k) after the earlier 
options (therefore, the later option date is t+k). Any amount allocated to the later option 
(t+k) stays the same, but those allocated to the earlier option (t) were multiplied by one 
of twenty potential discount factors (0.50, 0.525, 0.55, 0.575, 0.60, 0.625, 0.65, 0.675, 
0.70, 0.725, 0.75, 0.775, 0.80, 0.825, 0.85, 0.875, 0.90, 0.925, 0.95 and 0.99). Therefore, 
120 unique combinations of discount rates and dates were generated. Each combination 
was displayed twice, so a total of 240 trials were presented in a random order. These 
were divided into five blocks of 48 trials. 

Participants could freely allocate the endowment between boxes of two colors. Pink 
boxes represented the earlier option, and blue boxes represented the later option. Each 
box represented 10% of the total endowment (10 points). Participants were limited to 
a maximum of 15 attempts before a final decision is made in each trial. The number 
of tokens allocated to each option and the payoff for each date were displayed on the 
screen. An example screen is presented in Figure 5.3B.

Both MGT and MCG ruled out memory effects and wealth effects by using independent 
trials, in which the results of previous trials did not affect the following one. 
To evaluate time preferences, we used the following model:

𝑀𝑎𝑥𝑥𝑡  𝑈𝑥𝑡= 𝑥𝑡𝛼+𝛽𝛿𝑘 (𝑥𝑡+𝑘)𝛼 	 (3)

Such a model states that the choice in a trial is the result of utility maximization 
according to equation (3). In the model, t represents the earlier date (0 or 35 days), and 
k represents the delay between the earlier and later dates (35, 70 or 95). Therefore, 
𝑥𝑡 is the payoff at date t, and 𝑥𝑡+𝑘 is the payoff at date t+k. Parameter α captures risk 
attitude:  0<𝛼≤1; 𝛼=1 indicates risk neutrality. Our estimation of α here provides an 
additional check for the results in our MGT regarding risk attitude. In order to deal with 
corner solutions, in which participants allocate all points to either the earlier or the 
latter option, our estimation strategy adopts the two-limit Tobit maximum likelihood 
regression 35. 

The parameters of major interest in this model for our research are each participant’s 
present-bias (𝛽>0) and time discount (0<𝛿≤1). According to Andreoni and Sprenger 
(2012), 𝛽<1 indicates present-bias, while 𝛽>1 indicates future-bias. This parameter 
indicates how sharply a participant discounts between now and the immediate future. 
Finally, 𝛿 indicates a participant’s time discounting, or how much each dollar of future 
reward would be worth in present terms. 
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The compensation for this task was provided via bank transfer according to the trial 
randomly selected by the participant for payment. For the randomly selected trial for 
payment determination, bank transfer was done on the dates specified in that trial 
according to the allocation decision made in that trial. 

5.2.5 Probiotics
The probiotic Ecologic®Barrier (Ecologic®Barrier, Winclove probiotics, The Netherlands) 
is composed of Bifidobacterium bifidum W23, Bifidobacterium lactis W52, Lactobacillus 
acidophilus W37, Lactobacillus brevis W63, L. casei W56, Lactobacillus salivarius 
W24, and Lactococcus lactis (W19 and W58), distributed as sachets containing 2 g of 
freeze-dried powder of the PF and indicated for oral intake. Participants received the 
composition for 30 days 11,30. For the same timeframe of 30 days, the control group 
received a bacteria-free placebo created by the same laboratory, which was based on 
corn starch and identical to the probiotic composition both visually and in flavor.

5.2.6 Statistical analyses
To facilitate transparency and reproducibility, our datasets and codes are available at DOI: 
10.17632/nbz385mhny.2 . We analyzed the data from the MGT to estimate risk-taking 
behavior and the data from the MCG to estimate present-bias and time discounting. 

All data were preprocessed using a custom MATLAB (The Mathworks Inc., Massachusetts, 
US). Our design included a between-subjects factor (group = placebo or probiotics) and a 
within-subject factor (time = session 1 and session 2). All trials (250 for the MGT and 240 
for the MCG in each session) were analyzed per session and per participant. The control 
measures were analyzed with regressions using custom R scripts 36. The intertemporal 
choice analyses included an extra step in preprocessing, in which the parameters 𝛼 (risk 
attitude), 𝛽 (present-bias) and 𝛿 (time discounting) were estimated by running a two-
limit Tobit maximum likelihood regression 35. These parameters were estimated for each 
session.

The statistical analyses included a series of linear mixed model analyses, which are 
robust considering the missing data and appropriate for our mixed design. We again used 
custom R scripts 36 to estimate the effects of the each factor and, more importantly, the 
interaction of time*group, which indicates the effects of the probiotics protocol versus 
the placebo protocol in Session 2. Our final models were fixed-effects models, with 
participant-specific and trial effects as the random effects. All the analyses presented 
normally distributed residuals and showed no heteroscedasticity.  

Risk-taking behavior was analyzed by fitting a linear mixed model (formula = risk ~ group 
+ time + group * time) estimated using REML. The follow-up analyses, including the 
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payments received by the participants between sessions, were again estimated using 
REML, including the payments received as part of the MCG compensation (payment) 
and the participation fee from Session 1 (participation) (formula = risk ~ group + time + 
payment + participation + group * time). 

The results of the MCG were again analyzed using linear mixed models. The effects of 
the probiotics protocol versus placebo on present-bias was estimated using REML, with 
group and session as the main factors. More importantly, we focus on the group*time 
interaction to evaluate the effects of the probiotics intervention (formula = present bias 
~ group + time + group*time). The analyses of time discount were estimated with the 
same method and using REML (formula = time discount ~ group + time + group*time).

5.3 RESULTS
In this section, we present the main behavioral results of our experiment. 

5.3.1 Risk-taking behavior
The interaction effect of group*time, which tests our hypothesis by comparing the 
effects on both groups after the probiotics/placebo intervention, is negative and can be 
considered small and significant (beta = -0.42, SE = 0.16, t(14118) = -2.67, p = .008). This 
indicates that, despite the overall increase in risk-taking behavior over time, there was a 
significant reduction in risk-taking behavior in the probiotics group as compared to the 
placebo group in Session 2. More details can be observed in Figure 5.4.

As expected, the effect of group was not significant (p = 0.922), indicating no difference 
between groups in the first session. There was a small positive and significant effect on 
the part of time (beta = 0.42, SE = 0.11, t(14118) = 3.69,  p < .001), indicating an increase 
in risk-taking behavior from Session 1 to Session 2 for both groups. To examine the 
observed increase in risk-taking behavior over time more closely, we ran an additional 
analysis. More specifically, we investigated whether the variation in the payout of the 
participant fee from the MCG task created a house money effect, or a payoff-based 
belief distortion 37,38, and consequently increased risk-taking behavior 39. We therefore 
added the payments received by participant between Sessions 1 and 2 to the model. 
These payments included the participation fee for all participants and the immediate 
payment of the MCG for some of the participants (others received it 35 days later, in line 
with the incentivized MCG task). The inclusion of two regressors for the amount of the 
immediate payment from the MCG (payment) and the participation fee (participation) 
significantly improved the model’s fit. The results yielded significant yet small effects on 
the part of the immediate payment (beta = -0.04, SE = 0.02, p < .05) and the participation 
fee (beta = 0.03, SE = 0.12, p < .01). Our main result is robust to the addition of the two 
payment factors into the model, still indicating a significant negative effect on the part of 



159

5

The effects of probiotics on risk and time preferences

the probiotics intervention, which can now be classified as a medium effect (beta = -0.50, 
SE = 0.16, p < .01). Additional analyses for the MGT are available in the supplemental 
material (S1).

Figure 5.4 - Average Risk-taking Behavior (n = 57) Average risk-taking estimated by 
the average standard deviation of each participant’s choice across sessions and 
protocols (placebo in green and probiotics in orange). The MGT allows risk scores 
from 1.8 to 50. The present analyses show participants’ average risk-taking scores. 
Average risk-taking scores vary between 21.84 and 29.31. 

5.3.2 Intertemporal choices
Regarding the probiotics interaction (group*time), we observed a significant large positive 
effect on 𝛽 (t(13216) =12.028, p < .001). This means that the probiotics intervention 
leads to a significant increase in 𝛽, to a value above 1, which, according to Andreoni and 
Sprenger (2012), is characterized as a future bias, meaning that these participants were 
more likely to make future-oriented choices. It is important to highlight that participants 
already presented 𝛽 values above 1, independent of the probiotics manipulation, 
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indicating future bias, which is expected when using the convex time budget method 35. 
Our results demonstrated a small, albeit significant, positive effect of session (t(13261) 
= 1.99, p = .046), meaning that there was a small significant increase in 𝛽 from Session 1 
to Session 2 in both groups. As expected, no significant effect of group was observed (p 
= .506). Details can be seen in Figure 5.5. 

Furthermore, we analyzed participants’ time discounting. The effect of the probiotics 
protocol, analyzed via the interaction group*session, was negative and can be considered 
medium and significant (beta = -0.01, SE = 0.01, t(13261) = -4.911, p < .001). We did not 
find a significant main effect on the part of group, as expected (p = .24). There was a 
large and significant effect on the part of session (beta = 0.03, SE = 0.01, t(13261) = 
20.785, p < .001). Additional analyses for the MCG are available in the supplemental 
material (S2).

Figure 5.5 - Estimated marginal means of Present Bias (n = 57)
Estimated marginal means of present bias calculated using a linear mixed model 
considering as factors Time (Session 1 and Session 2) and Protocol (Probiotics and 
Placebo) and its interaction (Time*Protocol). Trial and Time are taken as repeated 
measures and participant-specific and trial effects are used as the random effects. 
Participants’ present bias (Beta) was estimated based on the model of convex budgets 
by Andreoni and Sprenger (2012) considering their responses during the MCG, with 
are averaged for each session. Dots represent participants’ estimated marginal 
means  for each session and treatment. Bars indicate the 95% confidence interval 
of the linear model employed for data analyses. Values above 1 are interpreted as 
indicating future bias.
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5.3.3 Control variables, time and risk preferences
We controlled for a series of variables, such as mood, self-control, arousal and diet. No 
significant effects on the part of the probiotics protocol (time*group) were observed on 
the mood scores (p = .17), self-control (p = .49), arousal (p = .72) or diet (p = .48). There 
were also no significant changes in diet when comparing the two time points estimated 
(p = .92). 

We used the GPS 40 to estimate participant’s time and risk preferences before the 
probiotics/placebo protocol, assuming a stability of this construct along time. These 
measurements were correlated to the task results aiming to find a correlation between 
risk preferences and risk-taking behavior (MGT results) and time preferences and 
intertemporal choices (MCG results). 

Our results indicate a small significant correlation between risk-taking behavior 
estimated with the MGT and the GPS’s qualitative (r(14123) = .03, p = .042) and 
quantitative estimation of risk preferences (r(14123) = .02, p = .045). GPS’s qualitative 
measure of time preferences were negatively correlated with 𝛽 (present bias) (r(13318) 
= -.04, p < .001) and no significant correlation with 𝛿 (time discounting). It’s quantitative 
estimation, named patience, was positively correlated with participants’ 𝛽 (r(13318) = 
.04, p < .001) and 𝛿 a (r(13078) = .33, p < .001). The visualization of such correlations are 
available in the supplemental material (S1.4 and S2.3). 

5.4 DISCUSSION
Given the crescent number of studies showing the fundamental relevance of the gut-
brain axis as a bidirectional network in cognitive processes, here, we investigated the 
influence of the gut brain axis on decision-making in the face of risk and in the context of 
intertemporal choices 41. To this end, we conducted a placebo-controlled double-blinded 
design with two sessions separated by 28 days, during which participants received daily 
doses of probiotics (or placebo). We investigated whether the prolonged and controlled 
intake of probiotics affected risk-taking behavior and intertemporal choices using 
incentivized tasks. 

Our results confirmed the relationship between changes in the GBA and decision-
making. Firstly, it was observed a significant reduction in risk-taking behavior after 
prolonged probiotic intake. Considering that there were no significant dietary or mood 
differences from Session 1 to Session 2 and the experimental conditions were identical, 
we can attribute the observed effects to the probiotic intake. Thus, participants who 
underwent the probiotics protocol were significantly less likely to choose risky options 
as compared to participants in the placebo group in Session 2, indicating a significant 
decrease in risk-taking behavior.
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Secondly, our results showed that participants in the probiotics group exhibited a 
significantly higher future-bias and a significant reduction in time discounting as 
compared to the placebo group in Session 2. These results indicate that, after the 
prolonged use of probiotics, participants were significantly more likely to make future-
oriented choices, investing more in delayed options than participants who received a 
placebo for the same period.

To further explore the robustness of our findings on risk-taking behavior, we control 
for additional factors. Since we observed that the placebo group exhibited a significant 
increase in risk taking in Session 2, we examined the results of the risk-taking behavior 
task more closely. We explored the potential reasons for this increase. We hypothesized 
that these increases in risk-taking behavior can be related to the fact that participants 
received the money between Session 1 to Session 2, potentially causing house money 
effect or payoff belief distortion 37,38. The house money effect causes increases in risk-
taking behavior in the presence of prior gains 37, and payoff-based belief distortion, 
increases participants optimism and risk-proneness after a gain 37,38. 

This hypothesis was tested by adding the participation fee and immediate payments 
received between Session 1 and Session 2 as factors in our analysis. This way, we were 
able to show that the increase in risk-taking behavior in the placebo group was indeed 
an effect of the payments received by the participants between sessions; when we 
controlled for these payments in our model, the effect of time was no longer significant 
for either group. The effect of the interaction group*time, meaning the effects of the 
probiotics protocol on risk-taking after controlling for payments between sessions, not 
only remains significant but shows a larger effect size. Hence, we can affirm that the 
probiotics protocol led to a significant negative effect on risk-taking behavior. This means 
that, in the group that received probiotics, the significant increase in risk-taking behavior 
due to the payments between sessions seems to have been neutralized, considering 
that all other conditions were stable across groups and sessions. 

In terms of intertemporal choices, we also observed an increase in future bias and 
time discounting from Session 1 to Session 2. These increases in both the placebo and 
probiotics groups are not unexpected and can be attributed to increased familiarity with 
the task and more confidence in the researchers, establishing a different reference point 
for their choices 11. The probiotics intervention seems to have attenuated the effect on 
time discounting, which can be seen as a significant reduction in time discounting when 
comparing the probiotics and placebo groups in Session 2. Moreover, the group that 
underwent the probiotics protocol showed a larger significant increase in future bias 
than the placebo group, confirming the significant effect of probiotics on intertemporal 
choices.
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Another interesting finding with respect to intertemporal choices is that participants 
were inherently future biased in both groups in Session 1, with an average β of 1.01, 
indicating future bias 35. This contradicts the expectation based on the economics 
literature 47, which holds that most people are present- rather than future-biased. 
However, deviations from present-bias are not uncommon in empirical studies 48. 
Moreover, our results are in line with Andreoni and Sprenger (2012), who also use a 
convex time budget, as we do in our task. It is important to stress that our task already 
presents significant delay intervals and a wide variety of discount rates, which should 
lead to realistic representations of participants’ time preferences. One potential 
explanation for the future bias is that the payoffs offered to participant were not large 
enough, making it “easier” to wait for the payoffs48,49. 

Overall, our findings about the effect on probiotics on risk-taking corroborate the results 
obtained in previous studies. According to research using animal models, germ-free 
rodents exhibit increased risk-taking behavior, which is reversed to a normal levels after 
their gut microbiota are normalized via fecal transplantation or probiotic administration 
11,42. The administration of the same probiotic composition (Ecologic®Barrier, Winclove 
probiotics, The Netherlands), for six weeks in rats led to a significant reduction in risk-
taking behavior 11. Regarding studies with humans, although it was not the main point 
of their study, Bagga et al. (2018) also observed a significant reduction in risk-aversion 
after four weeks of probiotics, in line with our findings 42. Yet, this study used a different 
probiotics composition (Ecologic®825, Winclove probiotics, The Netherlands) and a 
non-incentivized, self-reported measure of risk. 

To our knowledge, no study to date has explored how the GBA affects intertemporal 
choices. Roman et al. (2018) conducted a comparable study but used a two-choice task, 
which is considered a measurement of impulsivity rather than intertemporal preferences 
because the delay time is only 5 seconds 43. Nevertheless, their results point in a similar 
direction as ours since the prolonged consumption of probiotics (3 weeks with daily 
ingestion of a milk yogurt containing Lactobacillus casei Shirota) led to a significant 
reduction in impulsive choices 43. 

Finally, it is important to highlight the potential practical impact of our current findings. 
Our results open doors for studies on the therapeutical use of probiotics in populations 
that present abnormal patterns of risk-taking behavior, such as patients with attention 
deficit and hyperactivity disorder (ADHD), addictions or depression 22,44,45. Evidently, 
more studies in this direction are needed. 

The communication between the gut and the brain during decision-making is also still 
unclear 3. Two main pathways are potentially involved, namely the vagus nerve and 
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neurotransmitter production 3,41. Nevertheless, we can only speculate, at this point, 
that the changes in gut microbiota affect decision-making through these pathways; the 
relative importance of each pathway in this neuronal network is still unclear 18. 

It is important to highlight that our study mainly focused on behavioral responses before 
and after the probiotics (or placebo protocol), in which participants were asked to confirm 
their compliance with the protocol verbally and completed a pre experimental check. 
Although these choices were based on published studies that used similar methods 4,5,8,42, 
they also represent a limitation for our study, since no stool samples analyses were used 
to ensure differences in gut microbiota after the probiotics protocol and no additional 
measures were taken to evaluate possible metabolic changes due to the protocol. 
Therefore, we recommend the implementation of such steps in follow up studies. 

In addition to potential clinical applications, the results that we observe for healthy 
participants calls for more research on the relationship between nutrition and decision-
making. Various factors affect the gut microbiota, including genetics, health status, 
mode of birth, use of antibiotics, and stress levels 19. However, diet is certainly one of the 
main factors to guarantee a balanced gut microbiota 46. In our study, we used probiotics 
as a method to interfere with the microbiota-gut-brain axis by increasing microbiota 
diversity. Similar effects could potentially be achieved with a rich and healthy diet, 
healthier habits, and the lower use of unadvised antibiotics 7,47,48. This is interesting in 
light of the fact that people with economic constraints often struggle to have access 
to nutritious diets 49, which would facilitate higher risk taking and more present-bias. 
For example, participants with poorer diets could be more likely to prefer immediate 
consumption over investing in a pension plan, potentially compromising their future 
financial wellbeing, with significant financial, social and economic impacts.

In resume, our findings suggest that the gut-brain axis may be a fundamental player 
in the neuronal mechanisms underlying decision-making. This means that our current 
neuroeconomical models used to predict risk-taking behavior and intertemporal choices, 
among potentially other types of complex decision-making, should not be limited to the 
CNS.
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The topic of risk-taking behavior has garnered substantial attention in a variety of fields, 
including psychology, economics, and neuroscience, due to its pervasive role in people’s 
daily decision-making. Gaining insight into how humans make choices in the face of risk 
is crucial for the development of theoretical and economic models, informing public 
policy design, and ultimately improving individual decision-making. Risk-taking behavior 
is a multifaceted phenomenon influenced by numerous internal and external factors 
(Galvan et al., 2006; Kohno et al., 2015; Schonberg et al., 2011). Although many studies 
have investigated this topic, there is still much to learn, and further research is needed 
to continue advancing our understanding of this complex form of behavior.

This doctoral dissertation aimed to investigate some of the factors influencing decision-
making under risk by exploring important components in the neural processing of 
risk-taking behavior. That investigation included a series of studies combining different 
neuroscientific techniques and tasks founded on economic theory. The majority of studies 
in this dissertation employed noninvasive brain stimulation (NIBS), either in combination 
with behavioral tasks or with the addition of electrophysiological measurements. The 
use of these techniques is essential to properly understand the role of a specific brain 
area (or a specific pattern of activity in this area) in a cognitive process (Polanía et al., 
2018). Key elements in the processing of risk-taking behavior were explored, both within 
and beyond the central nervous system (CNS), by also investigating the potential effects 
of the gut–brain axis (GBA) on this type of decision process. 

Within the CNS, a crucial factor to investigate is the role of specific oscillatory patterns 
of brain activity in the processing and modulation of this type of behavior because 
understanding the electrophysiological mechanism employed in the modulation of risk-
taking behavior is fundamental (Thut et al., 2012). There is considerable evidence of 
a correlation between individual levels of frontal theta-band activity and differences 
in risk proneness (Gianotti et al., 2009; Schiller et al., 2014; Studer et al., 2013a). 
To explore this topic, Part I of this thesis includes studies in which the functional 
relationship between frontal theta-band activity and risk-taking behavior is investigated 
with transcranial alternating current stimulation (tACS). Theta-band activity is believed 
to occur in frontal brain areas as part of an electrophysiological mechanism used to 
recruit cognitive control—namely, recruitment of the activity of the dorsolateral 
prefrontal cortex (DLPFC)—to modulate risk-taking behavior (Cavanagh & Frank, 2014; 
Vinogradova, 1995; Womelsdorf et al., 2010). 

The DLPFC plays a fundamental role in cognitive control, as has been shown with different 
NIBS methods (e.g., Boggio et al., 2010; Cho et al., 2010; Hutcherson et al., 2012; Lowe 
et al., 2014; McNeill et al., 2018; Rudorf & Hare, 2014). A seminal study by Knoch and 
colleagues (2006) demonstrated with the use of transcranial magnetic stimulation 
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(TMS) that the inhibition of right DLPFC activity leads to a significant increase in risky 
decision-making, demonstrating the role of this brain area in the modulation of risk-
taking behavior (Knoch et al., 2006). Following the rationale of this study and employing 
the latest technical advances in TMS, I targeted in Part II the right DLPFC, aiming at a 
replication of these findings by investigating how right DLPFC inhibition affects individual 
risk-taking behavior. 

Still in Part II, the role of the ventromedial prefrontal cortex (VMPFC), another important 
area in the processing of risk-taking behavior long neglected in studies using NIBS, is 
explored (Clark et al., 2017; Figner et al., 2010; Hutcherson et al., 2012; Knoch et al., 
2006; Pujara et al., 2015). To this end, I targeted the VMPFC using an inhibitory TMS 
protocol to evaluate how it affects individual risk-taking. In the literature, the VMPFC 
has been associated with many cognitive processes, including the valuation of options 
and the modulation of risk-taking behavior (Clark et al., 2017; D’Argembeau, 2013; 
Hiser & Koenigs, 2018a; Hutcherson et al., 2012; Koenigs et al., 2010). In Damasio’s 
somatic marker hypothesis, the VMPFC is considered a fundamental hub of somatic 
information to be integrated during decision-making (Bechara & Damasio, 2005; Clark 
et al., 2017). According to this hypothesis, the VMPFC would collect somatic cues as 
markers of emotional states associated with the options being evaluated and would 
thus be essential to optimal human decision-making (Clark et al., 2017; Hänsel & von 
Känel, 2008). From the sources of somatic information in our bodies, the most complex 
in terms of innervation and neurochemistry is the gut, which is the focus of Part III of this 
dissertation (Carabotti et al., 2015; Ganz, 2021; Mayer, 2011). 

Neuroimaging studies show significant changes in brain activity after prolonged use of 
probiotics, which affect the gut microbiota and influence brain activity via the GBA (Bagga 
et al., 2019; Papalini et al., 2019). Among other brain areas, the default mode network 
(DMN) has been shown to be affected by a prolonged intake of probiotics (Bagga et al., 
2019). The DMN is an important network that includes the posterior cingulate cortex, 
precuneus, lateral parietal cortex, and the DLPFC and VMPFC, which are fundamental 
areas in human decision-making (Raichle, 2015). Hence, it is reasonable to hypothesize 
that the GBA also affects human decision-making and specifically decision-making under 
risk, which is tested in Part III. 

The investigation of the effects of the GBA on human decision-making is a new and 
crucial step in neuroeconomics. For a long time, neuroscience ignored the potential 
effects of the peripheral nervous system, including here the information coming from 
the enteric nervous system, on cognition. Nevertheless, recent advances in neuroscience 
have shown the important role played by the GBA in mood, stress reactivity, cognition, 
and behavior (Dinan et al., 2013; Sarkar et al., 2016). Considering that this effect might 
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extend to human decision-making is an intuitive and major step that I begin to explore 
in this dissertation.

Overall, this dissertation applies a range of techniques to study the various aspects 
involved in the neural processing of risk-taking behavior. Each part of this dissertation is 
discussed in detail in the following sections.

6.1 PART I – THE CODE: THETA-BAND OSCILLATIONS AND 
COGNITIVE CONTROL
The first part of this dissertation delves into the study of neural oscillatory patterns that 
may play a role in modulating risk-taking behavior. EEG studies have shown a correlation 
between theta power in the prefrontal cortex and risk-taking behavior, both during task 
performance and in the resting-state (Gianotti et al., 2009; Massar et al., 2012, 2014; 
B. Schmidt et al., 2018, 2019). During task performance,  frontal theta-band activity 
seems to play a fundamental role in the regulation of risk-taking behavior (Schiller et 
al., 2014; Studer et al., 2013b; Vinogradova, 1995; Womelsdorf et al., 2010). However, 
a more substantial contribution to the study of risk may come from studies focusing on 
resting-state frontal theta power. These studies show a correlation between resting-state 
frontal theta-band activity, measured independent of any task, and risk-taking behavior 
(Gianotti et al., 2009; Studer et al., 2013b). This means that a particular individual 
pattern of neural activity (frontal theta power) that might be measured independent 
of context (during the resting-state) can be an indicator of individual risk proneness 
(Gianotti et al., 2009; Studer et al., 2013b). The significance of these findings derives 
from the importance (and challenges) of properly measuring individual levels of risk 
aversion (Kahneman & Tversky, 2018). 

Risk aversion can lead to a reduction in the subjective value of an option that would 
objectively be more advantageous. Thus, risk proneness (or aversion) is a key factor 
in individual decision-making (Abdellaoui et al., 2007; Kahneman & Tversky, 2018). 
However, despite the use of several methods to estimate risk proneness, there is limited 
consistency in the results obtained (Donkers et al., 2013; Fox & Tannenbaum, 2011; 
Wölbert & Riedl, 2013). One possible solution to the challenge of properly estimating 
individual risk proneness might be its estimation based on resting-state EEG activity. 

Nevertheless, the aforementioned EEG studies indicate a correlation, which suggests 
that by estimating this specific electrophysiological pattern, it is possible to predict an 
individual’s risk-taking behavior independent of a specific task (Gianotti et al., 2009; 
Studer et al., 2013b). However, frontal theta power might not play a causal role in the 
regulation of risk-taking behavior since the causal relationship between frontal theta-
band activity and risk-taking behavior has not yet been established. To confirm this 



175

6

 General discussion

functional relationship, NIBS are needed (Sela et al., 2012; Wischnewski & Compen, 
2022). Once a causal relationship is established between this pattern of brain activity 
and risk proneness, not only can the underlying neural processing of risk-taking behavior 
be better understood, but also a new method to estimate individual risk-taking could 
be established. In Chapter 2, I addressed this topic by using a combination of tACS 
and electroencephalography EEG to examine the functional role of frontal theta-band 
activity in decision-making under risk. 

In that chapter, the relationship between frontal theta-band activity and risk-taking 
behavior is investigated by comparing the behavioral responses during left DLPFC 
stimulation with theta-band, gamma-band, and sham tACS. The results showed a 
significant effect of theta-band stimulation on risk-taking behavior, thus confirming a 
functional relationship between frontal theta-band activity and risk-taking behavior. 
Moreover, by showing frequency-exclusive effects, it was demonstrated that risk-taking 
behavior is specifically influenced by theta-band activity. Overall, these results show 
that the occurrence of frontal theta-band activity is not simply occasionally correlated 
with risk-taking behavior but is an important part of the electrophysiological mechanism 
used by the brain to modulate risk-taking behavior. Hence, frontal theta power is likely a 
reliable indicator of individual risk proneness (Dantas et al., 2021; Gianotti et al., 2009; 
Schiller et al., 2014; Studer et al., 2013a). 

Despite clear behavioral results, there were no significant electrophysiological changes 
observed in Chapter 2. These null results may be due to the lack of long-lasting effects of 
the stimulation paradigm used, which included low-intensity tACS (6.5 Hz; 1.5 mA peak-
to-peak) (Dantas et al., 2021). To address this, Chapter 3 used a new design incorporating 
high-intensity (3 mA peak-to-peak) tACS to test the effects of different intensities on EEG 
and behavioral responses. Another limitation of Chapter 2 is the stimulation of only the 
left hemisphere. According to Sela et al. (2012), the stimulation of the right hemisphere 
would not be effective due to a ceiling effect (Sela et al ., 2012). However, this hypothesis 
was not tested in Chapter 2. Therefore, the study reported in Chapter 3 includes the 
stimulation of both the right and left DLPFC independently and its effects on both risk-
taking behavior and frontal theta power, as measured with EEG.

By including a more complex design and exploring different aspects of how frontal theta-
band activity modulates risk-taking behavior, Chapter 3 builds on the findings of Chapter 
2 and deepens the understanding of this electrophysiological mechanism. The results in 
Chapter 3 confirm the importance of frontal theta-band activity in this mechanism by 
again demonstrating the neuromodulation of risk-taking behavior with theta-band tACS. 
Furthermore, these findings demonstrate the role of laterality in this mechanism once 
the behavioral changes observed after tACS are shown to be dependent on the stimulated 
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hemisphere. The findings in Chapter 3 are fundamental to a better understanding of 
how this electrophysiological mechanism involving theta-band oscillations occurs in the 
brain. 

According to the results in Chapter 3, stimulation of the two hemispheres leads to 
opposite effects in risk-taking behavior, with an increase observed during left hemisphere 
stimulation and a reduction in risky choices during right DLPFC tACS. Hence, the two 
hemispheres play different roles in the modulation of risk-taking behavior. This insight is 
crucial for the use of theta-band tACS in the modulation of risk-taking behavior, which 
can be either experimental (in further studies) or possibly clinical, with applications 
developed to help patients affected by abnormal risk-taking behavior. 

Interestingly, the direction of the behavioral effects was also dependent on the 
participant’s baseline frontal theta power, which is an important factor in the potential 
use of theta-band tACS as an intervention for patients suffering from impaired risk-
taking behavior modulation (Levasseur-Moreau & Fecteau, 2012). The correlation of 
this baseline activity with participant risk-taking behavior was also confirmed, which 
reinforces the potential use of resting-state frontal theta power as a measure of 
individual risk-taking behavior. In general terms, the findings in Chapter 3 indicate that 
baseline theta power is not only correlated with the levels of risk an individual is likely to 
take, but also a fundamental factor in defining how that individual is likely to respond to 
increases in frontal theta power using tACS. 

Perhaps a more significant technical advance and more important finding in Chapter 3 
involve the differential results observed during high-intensity tACS (3 mA), which yielded 
more consistent behavioral results, with significant effects observed after both right and 
left DLPFC stimulation. On the other hand, low-intensity stimulation yielded significant 
results only when applied to the left hemisphere, with nearly significant results during 
right DLPFC stimulation. These findings, in line with the latest studies exploring the 
efficacy of transcranial electric stimulation (tES), are an important step in decision 
neuroscience. While neuroimaging techniques are the dominant methodologies in this 
field, there are a growing number of studies experimenting with NIBS and tES in particular, 
including transcranial direct current stimulation (tDCS) and tACS. However, there is still 
inconsistency in the findings obtained across studies using similar research designs 
(Levasseur-Moreau & Fecteau, 2012). One possible cause of these divergent outcomes 
is the use of low-intensity tACS, which can lead to unreliable results (Alekseichuk et al., 
2022; Widge, 2018). Hence, by pioneering the use of high-intensity tACS in decision 
neuroscience, the present study makes an important contribution to the field. 
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6.2 PART II – THE CONTROLLER: PREFRONTAL CORTEX AND 
RISK-TAKING BEHAVIOR
The second part of this dissertation evaluated the functional role of the right DLPFC and 
the VMPFC in risk-taking behavior. These two brain areas have been widely reported to 
be important parts of the network responsible for the processing of decision-making in 
general and risk-taking behavior in particular. Since the DLPFC is easily accessible due to 
its anatomical position, a number of studies using NIBS have explored its functional role 
in executive control and its role in the modulation of risk-taking behavior (e.g., Boggio et 
al., 2010; Fecteau et al., 2007; Figner et al., 2010; Gilmore et al., 2018; Guo et al., 2018; 
Khaleghi et al., 2020; Knoch et al., 2006; Wu et al., 2021). However, the VMPFC is in a 
less superficial area, making its stimulation using NIBS more challenging. 

Therefore, most studies indicating a role of the VMPFC in risk-taking behavior are 
based on neuroimaging findings, and the functional relationship of this area with that 
type of behavioral response has not been established. It is only recently that technical 
developments with new coil designs have enabled access to this area using TMS (Cho 
et al., 2010). Hence, the study reported in Chapter 4 is one of the first in decision 
neuroscience to use that technique and to explore the VMPFC’s functional role in risk-
taking behavior. In Chapter 4, I used continuous theta burst stimulation (cTBS) over the 
right DLPFC and VMPFC to inhibit these areas’ activity and evaluate the consequent 
changes in risk-taking behavior and associated valuation processes. 

Chapter 4 replicates the findings of the seminal work of Knoch et al. (2006) by using 
an inhibitory protocol to increase risk-taking behavior after cTBS-induced right DLPFC 
suppression. The replication of these findings is important in itself for the field of 
decision neuroscience, which is lacking in published replication studies. Knoch et al.’s 
(2006) work is cited by a number of studies in this field, and the replication of its findings 
adds consistency to their findings. Furthermore, I employed a much faster TMS protocol 
than the one used by Knoch and colleagues (2006). 

In their original design, a low-frequency (1 Hz) repetitive TMS (rTMS) protocol of 15 
minutes duration was applied before task execution (Knoch et al., 2006); cTBS is an 
equally effective inhibitory TMS protocol, the application of which lasts only 40 seconds 
(Cho et al., 2010; McNeill et al., 2018). Considering the potential for discomfort during 
TMS, a faster application is desirable (Brückner et al., 2013; di Lazzaro et al., 2011). 
Moreover, faster stimulation protocols are easier to replicate in future studies and to 
administer in clinical settings (Lowe et al., 2014). In addition, cTBS has longer aftereffects 
than low-frequency rTMS (di Lazzaro et al., 2011; Huang et al., 2005). Hence, the findings 
in Chapter 4 confirming that this faster protocol yields comparable results in terms of 
risk-taking modulation is an important technical advance. 
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Those results also show a significant increase in risk-taking behavior after VMPFC 
stimulation, although a greater effect size was observed after right DLPFC cTBS. Equivalent 
results were observed when analyzing participants’ average choices of values, with 
significant increases after both stimulation protocols. These findings suggest that there 
is network processing involving both areas to evaluate options and modulate risk-taking 
behavior (Dantas et al., 2023; Hare et al., 2009; Rudorf & Hare, 2014). This explanation is 
supported by these areas’ close anatomical connections and previous studies that have 
demonstrated an interplay between the two areas during valuation and decision-making 
under risk (Hiser & Koenigs, 2018b; Hutcherson et al., 2012; Knoch et al., 2006). 

However, these findings are contrary to previous assumptions in neuroeconomics 
regarding the role of the VMPC during decision-making. Neuroeconomics studies using 
functional magnetic resonance imaging (fMRI) frequently take the activity of the VMPFC 
during decision-making as a proxy for subjective valuation (Bartra et al., 2013; Lim et 
al., 2011). This assumption is based on the observed positive correlation between the 
activation of this area and declared value of the presented options, typically in binary 
choice tasks (Chib et al., 2009; Lim et al., 2011; Ruff & Fehr, 2014; L. Schmidt et al., 
2017). Since these assumptions derive solely from neuroimaging studies, the results 
obtained with the use of NIBS and presented in Chapter 4 represent a significant step 
toward better understanding the role of the VMPFC in decision-making, especially risk-
taking behavior. 

It is important to highlight that the results in Chapter 4 show a regionally exclusive 
significant increase in response time after right DLPFC suppression. These region-exclusive 
effects exclude the possibility of overlapping stimulation fields when targeting the right 
DLPFC and the VMPFC. Since there is no stimulation overlap, the similar behavioral 
results indicate the strong interconnectivity of these two areas during risky decision-
making, which is in line with previous research (Hutcherson et al., 2012). The increase 
in response time after right DLPFC suppression could be attributable to deliberation or 
the recruitment of other brain areas. However, more research is needed to explore this 
mechanism; for example, a combination of NIBS and neuroimaging techniques could be 
used (Dantas et al., 2023). With these findings, Chapter 4 provides new insights into the 
functional relationship between prefrontal brain regions and risk-taking behavior and 
contributes to the growing literature on the neural mechanisms of risk-taking behavior.

6.3 PART III – THE SECRET RULERS: BACTERIA AND A CERTAIN 
GUT FEELING
Finally, following a growing and influential line of research that explores the involvement 
of the bidirectional network GBA in human cognition, I extrapolate in Chapter 5 the 
limits of the CNS and investigate the involvement of the GBA in human decision-making, 
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particularly regarding intertemporal choices and risk-taking behavior. To that end, the 
study reported in Chapter 5 employs a placebo-controlled, double-blind design with two 
sessions separated by 28 days. During that period, participants received daily doses of 
either probiotics or placebo (Dantas et al., 2022). 

The findings in Chapter 5 support the connection between changes in the GBA and 
decision-making. A noteworthy decrease in risky behavior after prolonged intake of 
probiotics was observed that could not be explained by dietary or mood changes, since 
these factors were controlled. The results derived from a significant increase in risk-
taking behavior from session 1 to session 2 in the placebo group, while the probiotics 
group presented stable levels of risk across sessions. 

Further analyses indicate that this increase observed in the placebo was related to the 
amount of money won by the participants between sessions, which is likely due to a 
house money effect and/or payoff belief distortion, which causes increases in risk-taking 
behavior in the presence of prior gains or optimism after a gain (Jiao, 2020; Thaler & 
Johnson, 1990). However, this distortion was not observed in the probiotics group, 
indicating a relative reduction in risk-taking behavior.

Furthermore, after the prolonged intake of probiotics, participants maintained a stable 
average choice of values and were less likely to choose options with lower probabilities 
(Dantas et al., 2022). These results indicate that participants in the probiotics group 
were less prone to take risks and potentially less susceptible to valuation distortions. 
Since the study reported in Chapter 5 is the first to explore the effects of probiotics in 
human decision-making, the specific cognitive aspects affected by the GBA during risk-
taking behavior are still unclear (Foster et al., 2017; Mayer, 2011; Sarkar et al., 2016). 
Some possibilities include valuation, attention, mood, and stress reactivity (Anderson et 
al., 2019; Burokas et al., 2017; Forsythe et al., 2016; Foster et al., 2017; Tengeler et al., 
2020). However, further research in this area is needed. 

The results in Chapter 5 connecting probiotics to risk-taking behavior are in line with 
the existing literature. Animal studies indicate that germ-free rodents display riskier 
behaviors, which return to average levels when their gut microbiota is adjusted with either 
fecal transplantation or probiotic administration. In a study involving rats, administering 
the same probiotic combination for six weeks caused a significant decrease in risk-taking 
(Tillmann & Wegener, 2019). In humans, Bagga and colleagues (2018) demonstrated a 
significant decrease in risk aversion after four weeks of probiotics, though their study 
used a distinct probiotic blend and a self-reported, non-incentivized measure of risk 
(Bagga et al., 2018). 
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Regarding intertemporal choices, the results in Chapter 5 show that members of the 
probiotics group exhibited a greater future bias and a drop in time discounting compared 
to the placebo group in Session 2. This implies that after prolonged intake of probiotics, 
individuals were more likely to make decisions with the future in mind and to choose 
delayed rewards more often than those who received the placebo. Analyses of the 
data obtained from the intertemporal choice task also indicate that participants in the 
probiotics group were significantly more risk-averse than participants in the placebo 
group (Dantas et al., 2022). To my knowledge, Chapter 5 is the first study exploring the 
effects of GBA interaction on intertemporal choices.

Although the behavioral results presented in Chapter 5 show an effect of probiotics 
intake on human decision-making, the connection between the gut and brain when 
making decisions is still not clear. Three pathways that could be involved are the vagus 
nerve, immunological responses, and neurotransmitter production (Bonaz et al., 2018; 
Carabotti et al., 2015; Ganz, 2021; O’Mahony et al., 2015). At this time, their relative 
importance is still unknown, which shows the need for further investigation.

The study reported in Chapter 5 is a pioneer in the examination of the potential effects 
of the GBA on risk-taking behavior and intertemporal choices with the use of probiotics 
as manipulation. Given the results of that study, further research should be conducted 
on the link between nutrition and decision-making. Although factors such as genetics, 
health status, mode of birth, antibiotic use, and stress levels all influence gut microbiota, 
diet is a key factor in maintaining balanced gut microbiota (Luna & Foster, 2015; Wastyk 
et al., 2021; Wirt & Collins, 2009). This means that effects similar to those obtained 
with the prolonged use of probiotics might be achieved by improving dietary habits 
and limiting antibiotic use. Furthermore, considering that individuals with lower levels 
of economic resources typically have limited access to nutritious diets (Kachwaha et 
al., 2020; Wirt & Collins, 2009), the results in Chapter 5 indicate that they could be 
living in conditions that might lead to greater risk-taking and a preference for immediate 
gratification over long-term benefits, which could have dramatic negative financial, 
social, and economic consequences. Further studies in this regard are warranted. 

In conclusion, Chapter 5 reports on an important advance in connecting the GBA to high-
complexity cognitive processes such as decision-making. Those findings indicate that the 
connection between the gut and the brain could be a critical factor in the neurobiological 
processes that control decision-making. This implies that the neuroeconomic models we 
currently employ to analyze risk-taking conduct and decisions over time should take into 
consideration more than just the CNS.
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6.4 CONCLUDING REMARKS
This dissertation investigates the explored the neural mechanisms underlying risk-taking 
behavior, which involves various neural networks within and beyond the CNS. Frontal 
theta-band activity plays a fundamental role in the electrophysiological mechanism 
that modulates risk-taking behavior (Chapter 2), with the two hemispheres playing 
distinct roles, as demonstrated through the use of tACS on both the right and left DLPFC 
(Chapter 3). Baseline theta power not only correlates with an individual’s risk-taking 
levels but also determines how a person will react to an increase in frontal theta power 
due to tACS (Chapter 3). 

The right DLPFC is specifically responsible for the modulation of risk-taking behavior, 
with increased risk-taking behavior after activity in this area is inhibited using cTBS 
(Chapter 4). Similar effects were observed after VMPFC inhibition, indicating that this 
area integrates the network by which both modulation and the valuation processing of 
decisions under risk occur. These specific frontal areas have been shown to be affected 
by changes in the GBA, motivating the investigation of its potential effects on human 
risk-taking behavior and intertemporal choices. The prolonged use of probiotics leads to 
significant relative reductions in risk-taking behavior, lower future bias and lower time 
discount (Chapter 5).

Taken together, these findings demonstrate the complexity of the neural processes 
involved in the modulation of human risk-taking behavior. The findings of this dissertation 
help elucidate how the recruitment of prefrontal areas during the modulation of risk-
taking behavior occurs and the roles of two important frontal brain areas, the right 
DLPFC and VMPFC, during this type of decision-making. The thesis also represents a 
first step in the exploration of the importance of the GBA in human decision-making, 
thus extending the limits of existing theoretical and economic models. Overall, these 
results add important insights into how human risk-taking behavior is processed and 
thus contribute to the study of human decision-making. 
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Most of our daily decisions include some degree of risk. There are numerous examples 
of decisions involving risk, including financial investments, gambling, insurance 
purchases, or simply choosing a route to work based on potential traffic. Hence, risk-
taking behavior is an important topic in the study of human decision-making. Different 
methodologies are used to explore decision-making and decision-making under risk. 
Decision neuroscience is a rapidly evolving discipline that studies decision-making 
through the lens of neuroscience, exploring the brain and the different cognitive 
processes involved in human decision-making. By understanding the underlying neural 
processes of decision-making, we advance our understanding of the human brain and 
how it shapes the decisions we make (Shiv et al., 2005). This thesis contributes to 
the field of decision neuroscience by providing a comprehensive examination of the 
neural mechanisms underlying human risk-taking behavior. By leveraging innovative 
combinations of neuroscientific research techniques with economic models, this thesis 
sheds light on the intricacies of risk-taking behavior from a neurobiological viewpoint.

The studies described here explored risk-taking using different neuroscientific 
methodologies, with a special focus on noninvasive brain stimulation (NIBS) techniques. 
Most studies on decision neuroscience that explore risk-taking behavior rely on 
neuroimaging methodologies, especially functional magnetic resonance imaging 
(fMRI). Therefore, the use of NIBS to study risk-taking behavior represents an important 
contribution to the field of decision neuroscience and to the study of risk-taking behavior 
in particular. NIBS allows noninvasive manipulation of neural activity in targeted areas. 
Thus, with the use of these techniques, one can directly evaluate the effects of changes 
in brain activity in specific areas on risk-taking behavior (Helfrich et al., 2014; Pettorruso 
et al., 2021; Polanía et al., 2018). This means that it is possible to clarify the functional 
relationship between specific patterns of neural activity and different aspects of risk-
taking behavior. Hence, in general, this thesis contributes to the field of decision 
neuroscience by providing important insights into the processing of risk-taking behavior 
derived from experiments using different NIBS techniques.

My thesis begins by exploring the role of the prefrontal cortex and, more specifically, the 
dorsolateral prefrontal cortex (DLPFC) and the ventromedial prefrontal cortex (VMPFC) in 
risk-taking behavior. The involvement of these two areas in the processing of risk-taking 
behavior has been a common finding in several studies in decision neuroscience. Yet, 
how the prefrontal cortex recruits cognitive control during risky decision-making and the 
specific role of each of these areas remain unclear. Studies using electroencephalography 
have shown that theta-band oscillations, which compose a specific pattern of neural 
activity, correlate to individual differences in risk proneness. This same pattern of neural 
activity is thought to be used by the prefrontal cortex to recruit cognitive control. 
Hence, theta-band activity is potentially the electrophysiological mechanism used by 
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the brain to modulate risk-taking behavior (Cavanagh & Frank, 2014; Vinogradova, 
1995; Womelsdorf et al., 2010). Yet, the functional relationship between frontal theta-
band activity and the modulation of risk-taking behavior was yet to be established. To 
investigate this relationship, Chapters 2 and 3 report studies using combinations of 
transcranial alternating current stimulation (tACS), electroencephalography (EEG), and 
a computerized task to elicit and measure individual risk-taking behavior (Dantas et 
al., 2021; Gianotti et al., 2009; Studer et al., 2013). Therefore, these studies represent 
important steps in establishing the causal relationship between frontal theta-band 
activity and risk-taking behavior, which was hitherto not clearly established. 

The results from Chapter 2 demonstrate the behavioral modulation of risk-taking 
behavior using left DLPFC (lDLPFC) tACS. This effect of theta-band tACS on risk-taking is 
frequency specific, meaning that only stimulation in a theta frequency (and not gamma-
band tACS or sham stimulation) modulates behavior. These findings are an important 
step toward a better understanding of how the prefrontal cortex modulates risk-taking 
behavior, since they confirm for the first time that the modulation of risk-taking behavior 
can be achieved by stimulating the left prefrontal cortex specifically with theta-band 
tACS. These results confirm the functional relationship between frontal theta-band 
activity and risk-taking behavior. By confirming this relationship, Chapter 2 provides 
important evidence for the use of analysis of resting-state EEG activity in the frontal 
regions as a potential tool for inferring an individual’s risk profile (Dantas et al., 2021; 
Gianotti et al., 2009; Studer et al., 2013).

As documented in Chapter 3, I tested the effects of theta-band tACS over the right and 
lDLPFC and the effects of stimulating at high (3 mA) and low (1.5 mA) intensity on risk-
taking behavior. I was able to demonstrate that stimulation of each hemisphere leads to 
opposite behavioral effects; namely, while the lDLPFC theta-band tACS led to a significant 
increase in risky choices, right DLPFC (rDLPFC) stimulation led to a reduction in risk-taking 
behavior, which indicates hemispheric specificity. These findings represent an important 
contribution to the understanding of the electrophysiological mechanism via which the 
brain modulates risk-taking behavior by (1) confirming the importance of frontal theta-band 
activity in this mechanism and (2) showing that this same pattern of stimulation has different 
behavioral effects when applied to the right and left hemispheres, and therefore (3) the 
two hemispheres have specific roles in the modulation of risk-taking behavior. Although this 
difference in theta-band laterality has been shown in previous EEG studies, it had not yet 
been demonstrated with NIBS (Gianotti et al., 2009; Sela et al., 2012; Studer et al., 2013).

Chapter 3 also shows that the intensity at which tACS is applied plays a key role in the 
observed behavioral and EEG effects. Several recent studies on neurostimulation question 
the validity of studies using low-intensity transcranial electric stimulation, affirming that 
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only high-intensity stimulation would efficiently reach the cortex and generate actual 
results (Alekseichuk et al., 2022; Widge, 2018). Therefore, by implementing a novel 
approach compared to other studies in decision neuroscience, I used high-intensity (3 mA) 
theta-band tACS as part of this experimental design. Comparing the behavioral responses 
obtained with low-intensity (1.5 mA) and high-intensity (3 mA) tACS, more consistent 
responses were obtained after high-intensity stimulation. While significant behavioral 
effects were observed during the stimulation of the right and lDLPFC at high-intensity, 1.5 
mA only yielded significant behavioral results over when applied to the left hemisphere.

Chapter 3 also demonstrates the importance of frontal baseline theta-power in 
determining the direction of behavioral effects obtained during theta-band tACS. Frontal 
resting-state theta-power indicates the level of theta-band activity in the prefrontal 
cortex before task or stimulation. According to the findings presented in Chapter 3, this 
intrinsic level of theta-power influences the effects of stimulation and can significantly 
affect participants’ risk-taking behavior. The results in Chapter 3 indicate that the 
complex electrophysiological mechanism underlying the modulation of risk-taking 
behavior is state-dependent, meaning that the increase of theta-power in frontal areas 
with the use of tACS will have different effects depending on the participant’s levels of 
resting-state frontal theta-power. These findings represent an important contribution to 
the development of potential clinical interventions targeting the neural underpinnings 
of risky behaviors using tACS. For instance, theta-band stimulation could be used to 
counteract increases in risk-taking behavior caused by the use of L-dopa or to help 
patients with attention deficit and hyperactivity disorder (ADHD). The results in Chapter 
3 indicate that the use of this type of intervention should be based on individual levels 
of resting-state frontal theta-band activity. Nevertheless, the clinical application of this 
methodology should be explored in further studies.

I continue the study of the role of prefrontal areas in risk-taking behavior in Chapter 
4, which details the use of transcranial magnetic stimulation (TMS) with a generally 
inhibitory continuous theta-band stimulation (cTBS) protocol to stimulate the rDLPFC 
and VMPFC (Dantas et al., 2023). By stimulating the VMPFC with an inhibitory protocol, I 
was able to test the functional relationship between the VMPFC and risk-taking behavior, 
which has long been assumed to be exclusively related to valuation processing, based 
uniquely on neuroimaging studies (Lim et al., 2011). The first important contribution of 
Chapter 4 is that its findings reinforce the idea of a strong functional interplay between 
the rDLPFC and the VMPFC during valuation in risk-taking behavior (Hare et al., 2011; 
Schiller et al., 2014). Thus, these results contradict the assumption that the rDLPFC is 
responsible only for executive control during risk-taking behavior and that the VMPFC 
is responsible exclusively for valuation. Instead, the evidence presented in Chapter 4 
indicates that the rDLPFC and the VMPFC operate as an integrated network, processing 
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both the valuation during risk-taking behavior and the modulation of this same behavior 
(Dantas et al., 2023; Hare et al., 2009). These findings can certainly help to clarify 
neuroimaging findings related to valuation and risk-taking behavior. Furthermore, the 
results of Chapter 4 can potentially contribute to the development of more accurate 
economic models for predicting individual risk-taking behavior.

The second important contribution comes from the novel use of a double cone coil 
aiming to target the VMPFC with TMS (Cho et al., 2010; Roth et al., 2002). To our 
knowledge, no previous studies have used a double-cone TMS coil to explore its effects 
on risk-taking behavior. Although we have not recorded any brain data to validate the 
successful stimulation of the VMPFC, the here-demonstrated feasibility and tolerability 
of placing the double-cone TMS coil on a scalp area assumed to correspond to the VMPFC 
represents an important advance in the field of decision neuroscience, considering the 
importance of this area in human decision-making. In a next step, it would be paramount 
to evaluate whether the use of this coil targeting the here-described scalp position 
indeed successfully stimulates the VMPFC directly. If so, future studies could be designed 
to directly test the functional role of the VMPFC in, for example, memory consolidation, 
emotional regulation, fear extinction, and even morality. Moreover, successfully targeting 
the VMPFC directly would also have significant clinical implications, as this region is also 
involved in a number of psychiatric disorders, such as obsessive compulsive disorder 
(OCD), post-traumatic stress disorder (PTSD), depression, and psychopathy (Battaglia 
et al., 2021; Blair, 2007; Hiser & Koenigs, 2018; Milad et al., 2005; Motzkin et al., 2015; 
Nieuwenhuis & Takashima, 2011; Zald et al., 2002).

Finally, in Chapter 4, I successfully replicated the work of Knoch and colleagues (2006) 
when showing that risk-taking behavior increased after rDLPFC stimulation (Knoch et 
al., 2006). The field of decision neuroscience and decision sciences in general suffer 
from a replication crisis. There are not enough replication studies published due to a 
general bias in academia favoring new results. As such, there is a lack of consistency 
across studies, and important assumptions are derived from studies that were never 
replicated, which might be misleading (Koch & Jones, 2016; Shrout & Rodgers, 2018). 
Thus, by successfully replicating Knoch and colleagues’ (2006) study, Chapter 4 brings an 
important and needed confirmation of the role of the rDLPFC in risk-taking behavior to 
the field of decision neuroscience.

The next part of this dissertation expands the study of risk-taking behavior by exploring the 
potential influence of the gut-brain axis (GBA). To that end, Chapter 5 covers pioneering 
research on the connection between gut microbiota, risk, and intertemporal decisions in 
healthy humans. This study advances the scientific boundaries of neuroscience research 
on gut microbiota and decision-making, which to date largely focuses on animal models 
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or patients (Anderson et al., 2019; Dinan et al., 2013). The results in Chapter 5 show 
that participants in the placebo group increased their risk-taking behavior over time due 
to biases associated with payoff-based belief distortion and/or the house money effect, 
confirming biases widely reported in the economic literature (Dantas et al., 2022; Jiao, 
2020; Thaler & Johnson, 1990). On the other hand, participants who received probiotics 
had stable risk-taking behavior, stable choices of values, and a higher preference for 
options with higher probabilities. These results confirm the involvement of the GBA in 
the processing of risk-taking behavior. Furthermore, these findings point to a positive 
influence of probiotics manipulation toward neutralizing choice distortions, indicating 
the potential of using probiotics or other manipulations focusing on the GBA to improve 
decision-making under risk. Nevertheless, further studies in this direction are needed.

The next important contribution of Chapter 5 comes from the analysis of participants’ 
intertemporal choices. Numerous daily choices include time as a factor, such as financial 
investments, caloric intake, or exercising regularly. These choices are commonly affected 
by present bias, where immediate reward is chosen (present bias) and future outcomes 
are minimized (time discounting). In Chapter 5, I used the model proposed by Andreoni 
and Sprenger (2012) to estimate participants’ present bias, time discounting, and risk 
preferences after either prolonged intake of probiotics or placebo. Participants that 
received probiotics showed significant increases in future bias and reductions in time 
discounting compared to those who received placebo. Overall, these results indicate 
that participants receiving probiotics were more patient and willing to invest in future 
options, which would objectively bring them a higher payoff. These novel findings 
confirm the influence of the GBA on human intertemporal choices.

Furthermore, high present bias can lead to negative future outcomes, including low 
pension investments leading to significant reductions in future financial well-being or 
high caloric intake and reduced exercising leading to a future decline in health (Brüggen 
et al., 2017; Hardisty et al., 2013; Liu et al., 2021; Rabin, n.d.). Hence, our findings 
indicate that (1) the composition of our gut microbiota might be a factor influencing our 
intertemporal choices, leading to the choice of more immediate gratification, and (2) 
interventions targeting the GBA might have positive effects on our choices by reducing 
our present bias. Again, further studies in this direction are necessary.

Besides its innovative character, Chapter 5 generates novel insights for research fields 
that study risk and intertemporal decisions, such as finance or economics. Chapter 5 
has an important scientific impact, since it represents a first step to empirically validate 
the role of the GBA in risk-taking behavior and intertemporal choices (Dantas et al., 
2022). These findings also bring potential societal impacts arising from, for example, 
recommendations for dietary choices that improve gut microbiota and consequently 
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improve economic decision-making. More importantly, by establishing this connection, 
it is possible to inform and educate the general public about how their dietary and 
lifestyle choices also impact their economic choices. These insights may allow the public 
to make simple changes in their diet that might have valuable long-term effects, such 
as improvements in financial wellbeing. Certainly, Chapter 5 is only a first step in this 
direction, but it is a fundamental one.

Finally, overall, the findings of this dissertation have potential applications in various 
domains. For example, our findings indicating that differences in risk-taking behavior are 
due to innate differences in frontal resting-state theta power (Chapters 2 and 3) open 
the door to the investigation of population-wise risk profiles using neuroforecasting. 
These different risk profiles can inform the development of investment strategies and 
economic models that take into account individual differences in risk-taking behavior. 
In the domain of psychology, our findings may inform the development of new 
interventions for individuals with problematic risk-taking behavior, such as individuals 
with addiction or impulsive behavior disorders. These interventions could take the form 
of, for example, individualized tACS interventions based on individual frontal theta-band 
activity (Chapters 2 and 3) or TMS interventions using cTBS (Chapter 4).

Additionally, our findings may inform the development of more precise and realistic 
models in neuroeconomics and behavioral economics. For example, based on our 
findings in Chapter 4 regarding the functional relationship between VMPFC activity 
and risk-taking behavior, neuroimaging studies can interpret VMPFC activation more 
accurately. Furthermore, the evidence of strong intercommunication between the 
VMPFC and rDLPFC during valuation processing and the modulation of risk-taking 
presented in Chapter 4 help in the development of more accurate models to understand 
and hence predict individual risk-taking behavior.

In general, this dissertation contributes to a deeper understanding of the underlying 
neural processing of human risk-taking behavior. To properly comprehend individual 
risk-taking behavior, one should account for the individual variability in risk proneness 
due to different levels of frontal theta-band activity, as presented in Chapters 2 and 3, 
the complex interplay between the rDLPFC and VMPFC, demonstrated in Chapter 4, 
and the influence of the gut microbiota (and all factors that might affect its balance), as 
shown in Chapter 5. In conclusion, the findings of this dissertation provide novel insights 
into the neural mechanisms underlying risk-taking behavior both within and beyond the 
central nervous system’s limits, including the GBA as a potential key actor. These insights 
have a significant scientific impact and have the potential to inform various domains, 
including finance, clinical psychology, and behavioral economics, and to lead to new 
developments in these areas.
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The majority of our daily choices include some degree of risk, including complex choices 
such as financial investments, and everyday choices such as deciding a route to work 
based on the information from a traffic app. Due to its prevalence and importance, 
various theories and models from different fields have explored risk-taking behavior. 
Nevertheless, our scientific understanding of the complex underlying neural processing 
of risk-taking behavior remains limited. This dissertation comprises a series of studies that 
investigate risk-taking behavior through the lens of decision neuroscience, investigating 
its neural processing from the brain to the gut.

In the first part of the thesis (Chapters 2 and 3), I used transcranial alternating current 
stimulation (tACS) and electroencephalography (EEG) to investigate the role of frontal 
theta-band activity in the modulation of risk-taking behavior. The results obtained 
demonstrate that it is possible to modulate risk-taking behavior with theta-band tACS, 
confirming a functional relationship between frontal theta-band activity and risk-taking 
behavior. 

In Chapter 2, I used tACS in different frequencies to test the functional relationship 
between frontal theta-band activity and risk-taking behavior. To that end, I used theta-
band (6.5 Hz), gamma-band (40 Hz), and sham tACS over left dorsolateral prefrontal 
cortex (DLPFC) during an experimental task, named Maastricht Gambling Task (MGT), to 
elicit and evaluate participants’ risk-taking behavior. This study’s results show that theta-
band tACS, but not gamma band or sham stimulation, significantly modulates risk-taking 
behavior. Theta-band tACS over the left DLPFC, in the conditions of this study, led to a 
reduction in participants’ risk-taking. The findings of Chapter 2 support the notion of a 
functional role of frontal theta-band activity in the modulation of risk-taking behavior 
and show that this effect is frequency exclusive. 

Chapter 3 deepens the exploration of this electrophysiological mechanism by assessing 
the effects of theta-band stimulation on both the left and right DLPFC. The results 
showed that the stimulation of the different sides led to behavioral responses in opposite 
directions, with a significant reduction in risk-taking behavior during right DLPFC tACS 
and an increase after left theta-band tACS. Additionally, the results in Chapter 3 show 
that high-intensity (3 mA) theta-band tACS leads to significant behavioral results more 
consistently, while low-intensity (1.5 mA) tACS elicited significant behavioral changes 
only when applied to the left hemisphere. Furthermore, the levels of baseline frontal 
theta-power significantly affect participants’ behavior and interact with the different tACS 
protocols. This means that this complex electrophysiological mechanism underlying the 
modulation of risk-taking behavior seems to be state-dependent. Therefore, considering 
the resting-state frontal theta power is important in determining the direction of the 
behavioral effects obtained during theta-band tACS. 
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Following up on the study of the underlying neural processing of risk-taking behavior, 
Chapter 4 explores the specific roles of the right DLPFC (rDLPFC) and the ventromedial 
prefrontal cortex (VMPFC) in this type of behavior. These two areas are important in 
the processing of decision-making under risk. Yet, although the role of the rDLPFC 
in cognitive control during risk-taking behavior has been demonstrated with the use 
transcranial magnetic stimulation (TMS) (Knoch et al., 2006), the role of the VMPFC 
has been correlated to valuation processing based mainly on neuroimaging evidence. 
The VMPFC is an area rarely targeted in TMS studies due to its anatomical position, 
being a deeper area and therefore harder to reach with noninvasive methods of brain 
stimulation. In Chapter 4 I employ a double cone coil aiming at stimulating deeper 
cortical areas and potentially reach the VMPFC to probe its role in risk-taking behavior. 
By using TMS with a continuous theta-band stimulation (cTBS) to suppress activity in 
each of these regions, I was able to experimentally increase risk-taking behavior and 
participants’ average choices of values. 

Its results show that stimulation of both the rDLPFC and the VMPFC with an inhibitory 
protocol increased risk-taking behavior. Both protocols also led to a significant increase 
in participants’ average choices of value. These findings demonstrate that both areas are 
involved in valuation processing and the modulation of risk-taking behavior, reinforcing 
evidence of a strong functional interplay between the rDLPFC and VMPFC (Hare et al., 
2009; Schiller et al., 2014). Furthermore, these results exclude the hypothesis that the 
VMPFC’s activity alone could be taken as a measure of subjective valuation.

Finally, the neural basis of risk-taking behavior was explored by looking beyond the 
central nervous system in the last study (Chapter 5). The gut microbiota can influence 
the interaction between the central and enteric nervous systems via the gut-brain axis 
(GBA) and can affect brain regions linked to basic emotional and cognitive processes. 
However, the role of the gut microbiota in decision-making in healthy humans thus far 
remains largely unknown. Hence, in Chapter 5, I explored the influence of the GBA in 
human decision-making. This study used a double-blinded placebo-controlled design in 
combination with two economic decision-making tasks to evaluate both participants’ 
risk-taking behavior and intertemporal choices, the MGT and the Maastricht Choice Task 
(MCT), respectively. Participants’ behavioral responses were estimated both before and 
after a 30 days probiotics/placebo protocol. The study controlled for potential dietary, 
mood, and self-control changes. 

Participants who received probiotics showed a relative reduction in risk-taking behavior 
compared with the placebo group. In particular, the placebo group had a significant 
increase in risk-taking behavior in session 2 compared with session 1, potentially due to 
the house money effect or payoff-based belief distortion (Jiao, 2020; Thaler & Johnson, 
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1990)  whereas the probiotics group had no such significant increase. Participants who 
received probiotics presented stable risk-taking behavior over time, with a stable choice 
of values, and were likelier to choose options with higher probabilities. The probiotics 
group was also likelier to opt for delayed gratification in the intertemporal choices task, 
with reduced discount rates and lower risk proneness.

In conclusion, the findings of this dissertation provide novel insights into the neural 
mechanisms underlying risk-taking behavior, both within the central nervous system, 
but also looking beyond its limits and including the gut-brain axis as a potential key actor. 
With this series of studies, I was able to deepen the knowledge of the electrophysiological 
mechanisms occurring in the prefrontal cortex during risk-taking. Moreover, the findings 
demonstrated the relevance of the GBA in human decision-making under risk, expanding 
the scope of the underlying neural pathways involved in human risk-taking behavior.
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De meeste van onze dagelijkse keuzes omvatten een zekere mate van risico, inclusief 
complexe keuzes zoals financiële investeringen, en dagelijkse keuzes zoals het bepalen 
van een route naar het werk op basis van de informatie van een verkeersapp. Vanwege 
de prevalentie en het belang van risicogedrag, hebben verschillende theorieën en 
modellen uit verschillende vakgebieden het nemen van risico’s onderzocht. Niettemin 
blijft ons wetenschappelijk begrip van de complexe onderliggende neurale verwerking 
van risicogedrag beperkt. Dit proefschrift bestaat uit een reeks studies die risicogedrag 
onderzoeken door de lens van beslissingsneurowetenschappen, waarbij de neurale 
verwerking van de hersenen naar de darm wordt onderzocht.

In het eerste deel van het proefschrift (hoofdstukken 2 en 3) gebruikte ik transcraniële 
wisselstroomstimulatie (tACS) en elektro-encefalografie (EEG) om de rol van frontale 
theta-bandactiviteit in de modulatie van risicogedrag te onderzoeken. De verkregen 
resultaten tonen aan dat het mogelijk is om risicogedrag te moduleren met theta-
band tACS, wat een functionele relatie bevestigt tussen frontale theta-bandactiviteit en 
risicogedrag. 

In hoofdstuk 2 gebruikten ik tACS in verschillende frequenties om de functionele relatie 
tussen frontale theta-bandactiviteit en risicogedrag te testen. Daartoe gebruikten ik theta-
band (6,5 Hz), gammaband (40 Hz) en ‘sham’ (controle) tACS over de linker dorsolaterale 
prefrontale cortex (DLPFC) tijdens een experimentele taak, genaamd de Maastricht 
Gambling Task (MGT), om het risicogedrag van deelnemers uit te lokken en te meten. 
De resultaten van deze studie tonen aan dat theta-band tACS, maar niet gammaband- 
of schijnstimulatie, het risicogedrag aanzienlijk moduleert. Theta-band tACS over de 
linker DLPFC, in de omstandigheden van deze studie, leidde tot een vermindering van 
het nemen van risico’s door deelnemers. De bevindingen van hoofdstuk 2 ondersteunen 
het idee van een functionele rol van frontale theta-band activiteit in de modulatie van 
risicogedrag en tonen aan dat dit effect afhangt van de frequentie. 

Hoofdstuk 3 gaat dieper in op dit elektrofysiologische mechanisme door de effecten van 
theta-band stimulatie op zowel de linker als de rechter DLPFC te beoordelen. De resultaten 
toonden aan dat de stimulatie van de verschillende kanten leidde tot gedragsreacties 
in tegengestelde richtingen, met een significante vermindering van risicogedrag tijdens 
rechter DLPFC tACS en een toename na linker theta-band tACS. Bovendien laten de 
resultaten in hoofdstuk 3 zien dat hoge intensiteit (3 mA) theta-band tACS consistenter 
tot significante gedragsresultaten leidt, terwijl tACS met lage intensiteit (1,5 mA) alleen 
significante gedragsveranderingen teweegbracht wanneer het op de linkerhersenhelft 
werd toegepast. Bovendien hebben de niveaus van baseline frontale theta-kracht 
een aanzienlijke invloed op het gedrag van de deelnemers en interageren ze met de 
verschillende tACS-protocollen. Dit betekent dat dit complexe elektrofysiologische 
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mechanisme dat ten grondslag ligt aan de modulatie van risicogedrag afhankelijk lijkt te 
zijn van de hersenstaat. Daarom is het overwegen van de rusttoestand frontale theta-
kracht belangrijk bij het bepalen van de richting van de gedragseffecten die worden 
verkregen tijdens theta-band tACS. 

In navolging van de studie van de onderliggende neurale verwerking van het nemen van 
risico’s, onderzoekt hoofdstuk 4 de specifieke rollen van de recht DLPFC (rDLPFC) en 
de ventromediale prefrontale cortex (VMPFC) in dit type gedrag. Deze twee gebieden 
zijn belangrijk bij de verwerking van besluitvorming onder risico. Maar terwijl de rol 
van de rDLPFC in cognitieve controle tijdens het nemen van risico’s is aangetoond met 
het gebruik van transcraniële magnetische stimulatie (TMS) (Knoch et al., 2006), is de 
rol van de VMPFC gecorreleerd aan het waarderingsproces, voornamelijk gebaseerd op 
neuroimaging-bewijs. De VMPFC is een gebied dat zelden beïnvloed wordt in TMS-studies 
vanwege de anatomische positie, omdat het een dieper gebied is en daarom moeilijker 
te bereiken is met niet-invasieve methoden van hersenstimulatie. In Hoofdstuk 4 gebruik 
ik een dubbele kegelspoel die gericht is op het stimuleren van diepere corticale gebieden 
en mogelijk de VMPFC kan bereiken, om de rol van VMPFC in het nemen van risico’s te 
onderzoeken. Door TMS te gebruiken met een continue theta-band stimulatie (cTBS) om 
activiteit in elk van deze regio’s te onderdrukken, was ik in staat om experimenteel het 
risicogedrag en de gemiddelde waardenkeuzes van deelnemers te verhogen.

De resultaten tonen aan dat stimulatie van zowel de rDLPFC als de VMPFC met een 
remmend protocol het risicogedrag verhoogde. Beide protocollen leidden ook tot 
een aanzienlijke toename van de gemiddelde waardekeuzes van deelnemers. Deze 
bevindingen tonen aan dat beide gebieden betrokken zijn bij waarderingsverwerking 
en de modulatie van risicogedrag, wat het bewijs van een sterk functioneel samenspel 
tussen de rDLPFC en VMPFC versterkt (Hare et al., 2009; Schiller et al., 2014). Bovendien 
sluiten deze resultaten de hypothese uit dat alleen de activiteit van de VMPFC als een 
maat voor subjectieve waardering zou kunnen worden genomen.

Ten slotte werd de neurale basis van risicogedrag onderzocht door verder te kijken 
dan het centrale zenuwstelsel in de laatste studie (hoofdstuk 5). De darmmicrobiota 
kan de interactie tussen het centrale en enterische zenuwstelsel beïnvloeden via de 
darm-hersenas (GBA) en kan hersengebieden beïnvloeden die verband houden met 
elementaire emotionele en cognitieve processen. De rol van de darmmicrobiota in 
de besluitvorming bij gezonde mensen blijft tot nu toe echter grotendeels onbekend. 
Daarom heb ik in hoofdstuk 5 de invloed van de GBA op de menselijke besluitvorming 
onderzocht. Deze studie gebruikte een dubbelblind placebo-gecontroleerd ontwerp 
in combinatie met twee economische besluitvormingstaken, namelijk de MGT en de 
Maastricht Choice Task (MCT), om het risicogedrag en de intertemporele keuzes van 
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beide deelnemers te evalueren. De gedragsreacties van de deelnemers werden zowel 
voor als na een 30 dagen probiotica / placebo-protocol geschat. De studie controleerde 
op potentiële veranderingen in voeding, stemming en zelfbeheersing. 

Deelnemers die probiotica kregen, vertoonden een relatieve vermindering van het 
risicogedrag in vergelijking met de placebogroep. In het bijzonder had de placebogroep 
een significante toename van risicogedrag in sessie 2 in vergelijking met sessie 1, 
mogelijk als gevolg van het huisgeldeffect of op “payoff-based belief distortion” (Jiao, 
2020; Thaler & Johnson, 1990), terwijl de probioticagroep niet zo’n significante toename 
had. Deelnemers die probiotica kregen, vertoonden in de loop van de tijd stabiel 
risicogedrag, met een stabiele keuze van waarden, en kozen vaker opties met hogere 
waarschijnlijkheden. De probioticagroep koos ook vaker voor vertraagde bevrediging in 
de intertemporele keuzetaak, met lagere discontovoeten en lagere risicogevoeligheid.

De bevindingen van dit proefschrift bieden nieuwe inzichten in de neurale mechanismen 
die ten grondslag liggen aan het nemen van risicogedrag, zowel binnen het centrale 
zenuwstelsel als buiten deze grenzen, en nemen de darm-hersenas als een potentiële 
hoofdrolspeler op. Met deze reeks studies kon ik de kennis van de elektrofysiologische 
mechanismen die optreden in de prefrontale cortex tijdens het nemen van risico’s verder 
verdiepen. Bovendien toonden de bevindingen de relevantie van de GBA aan voor de 
menselijke besluitvorming onder risico, waardoor de reikwijdte van de onderliggende 
neurale paden die betrokken zijn bij menselijk risicogedrag werd uitgebreid.
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A maioria de nossas escolhas diárias envolve algum grau de risco, incluindo escolhas 
complexas, como investimentos financeiros, e escolhas cotidianas, como determinar 
uma rota para o trabalho com base nas informações de um aplicativo de trânsito. Devido 
à prevalência e importância dos comportamentos de risco, diferentes teorias e modelos 
de diferentes campos da ciência têm investigado a tomada de decisão de risco. No 
entanto, nossa compreensão científica do complexo processamento neural involvido em 
comportamentos de risco, permanece limitada. Esta dissertação consiste em uma série 
de estudos que examinam o comportamento de risco através das lentes da neurociência 
da tomada de decisão, examinando o processamento neural do cérebro ao intestino.

Na primeira parte da tese (capítulos 2 e 3), utilizei estimulação transcraniana por 
corrente alternada (ETCA) e a eletroencefalografia (EEG) para investigar o papel da 
atividade frontal cerebral em frequência theta na modulação do comportamento de 
risco. Os resultados obtidos mostram que é possível modular o comportamento de risco 
com ETCA em frequência theta, confirmando uma relação funcional entre a atividade 
frontal em frequência theta e o comportamento de risco. 

No Capítulo 2, usei ETCA em diferentes frequências para testar a relação funcional 
entre a atividade theta e o comportamento de risco. Para tanto, utilizei ETCA em 
frequência theta (6,5 Hz), gama (40 Hz) e ETCA ‘placebo’ (controle) sobre o córtex pré-
frontal dorsolateral esquerdo (CPFDL) durante uma tarefa experimental, denominada 
Maastricht Gambling Task (MGT), para provocar e medir o comportamento de risco dos 
participantes. Os resultados deste estudo mostram que a ETCA em frequência theta, 
mas não gama ou placebo, modula significativamente o comportamento de risco. ETCA 
em frequência theta sobre o CPFDL esquerdo, nas condições deste estudo, levaram a 
uma redução na tomada de risco pelos participantes. Os achados do Capítulo 2 apoiam a 
ideia de um papel funcional da atividade frontal theta na modulação do comportamento 
de risco e mostram que esse efeito é específico desta frequência. 

O capítulo 3 aprofunda esse mecanismo eletrofisiológico avaliando os efeitos de ETCA 
em frequência theta no CPFDL direito e esquerdo. Os resultados mostraram que a 
estimulação dos diferentes lados levou a respostas comportamentais em direções 
opostas, com uma redução significativa no comportamento de risco durante a ETCA 
do CPFDL direito e um aumento após a ETCA do hemisfério esquerdo. Além disso, 
os resultados do Capítulo 3 mostram que a ETCA de alta intensidade (3 mA) leva a 
resultados comportamentais significativos de forma mais consistente, enquanto ETCA 
de baixa intensidade (1,5 mA) só produziu mudanças comportamentais significativas 
quando aplicada ao hemisfério esquerdo. Além disso, os níveis de atividade theta frontal 
durante repouso afetam significativamente o comportamento dos participantes e 
interagem com os vários protocolos de ETCA. Isso significa que esse complexo mecanismo 
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eletrofisiológico subjacente à modulação do comportamento de risco parece depender 
do estado cerebral. Portanto, considerando o estado de repouso, a atividade theta é 
importante na determinação da direção dos efeitos comportamentais obtidos durante 
ETCA em frequência theta. 

Após o estudo do processamento neural subjacente da tomada de risco, o Capítulo 
4 examina os papéis específicos do CPFDL direito (CPFDLd) e do córtex pré-frontal 
ventromedial (CPFVM) nesse tipo de comportamento. Essas duas áreas são importantes 
no processamento de decisões sob risco. Mas, embora o papel do CPFDLd no 
controle cognitivo durante a assunção de risco tenha sido demonstrado com o uso da 
estimulação magnética transcraniana (EMT) (Knoch et al., 2006), o papel do CPFVM está 
correlacionado ao processo de valorização, baseado principalmente em evidências de 
neuroimagem. O CPFVM é uma área raramente foco nos estudos da EMT devido à sua 
posição anatômica, por ser uma área mais profunda e, portanto, mais difícil de alcançar 
com métodos não invasivos de estimulação cerebral. No Capítulo 4, utilizo um coil de 
cone duplo destinada a estimular áreas corticais mais profundas e potencialmente atingir 
o CPFVM, para investigar seu papel no comportamento de tomada de decisão de risco. 
Usando EMT com estimulação contínua em banda theta (ECBT) para suprimir a atividade 
em cada uma dessas regiões, pude aumentar experimentalmente os comportamentos 
de risco dos participantes e as escolhas de valor médio.

Os resultados mostram que a estimulação tanto do CPFDLd quanto do CPFVM com um 
protocolo inibitório aumentou o comportamento de risco. Ambos os protocolos também 
levaram a um aumento significativo nas escolhas de valor médio dos participantes. Esses 
achados mostram que ambas as áreas estão envolvidas no processamento da valoração 
e na modulação do comportamento de risco, o que reforça evidências de uma forte 
interação funcional entre o CPFDLd e o CPFVM (Hare et al., 2009; Schiller et al., 2014). 
Além disso, esses resultados descartam a hipótese de que apenas a atividade do CPFVM 
poderia ser tomada como medida de valoração subjetiva.

Finalmente, a base neural do comportamento de risco foi investigada olhando além do 
sistema nervoso central, no último estudo (Capítulo 5). A microbiota intestinal pode 
influenciar a interação entre os sistemas nervoso central e entérico através do eixo 
intestino-cérebro (EIC) e pode afetar áreas cerebrais relacionadas a processos emocionais 
e cognitivos básicos. No entanto, o papel da microbiota intestinal na tomada de decisões 
em pessoas saudáveis permanece em grande parte desconhecido até agora. É por isso 
que no capítulo 5 investiguei a influência do EIC na tomada de decisão humana. Este 
estudo utilizou um desenho duplo-cego controlado por placebo em combinação com 
duas tarefas de tomada de decisão econômica, a saber, o MGT e o Maastricht Choice Task 
(MCT), para avaliar o comportamento de risco e as escolhas intertemporais de ambos os 
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participantes. As respostas comportamentais dos participantes foram estimadas antes e 
depois de um protocolo de 30 dias de probióticos/placebo. O estudo verificou possíveis 
mudanças na dieta, humor e autocontrole. 

Os participantes que receberam probióticos mostraram uma redução relativa no 
comportamento de risco em comparação com o grupo placebo. Em particular, o grupo 
placebo teve um aumento significativo no comportamento de risco na sessão 2 em 
comparação com a sessão 1, possivelmente devido ao efeito “dinheiro da casa” ou 
à “distorção de crença baseada em pagamento” (Jiao, 2020; Thaler (Johnson, 1990), 
enquanto o grupo dos probióticos não teve um aumento significativo. Os participantes 
que receberam probióticos mostraram comportamentos de risco estáveis ao longo do 
tempo, com uma escolha estável de valores, e foram mais propensos a escolher opções 
com probabilidades mais altas. O grupo probióticos também foi mais propenso a optar 
por satisfação tardia na tarefa de escolha intertemporal, com menores taxas de desconto 
e menor sensibilidade ao risco.

Os resultados desta tese fornecem novos insights sobre os mecanismos neurais 
subjacentes aos comportamentos de risco, tanto dentro do sistema nervoso central 
quanto além dessas fronteiras, e incluem o eixo intestino-cérebro como um protagonista 
potencial. Esta série de estudos permitiu-me aprofundar ainda mais o meu conhecimento 
dos mecanismos eletrofisiológicos que ocorrem no córtex pré-frontal durante a assunção 
de riscos. Além disso, os resultados demonstraram a relevância da EIC para a tomada de 
decisão humana sob risco, expandindo o escopo das vias neurais subjacentes envolvidas 
no comportamento de risco humano.
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Era uma vez uma mulher no Brasil chamada Maria. Sua história é de pura resiliência 
e determinação. Através de seus esforços incansáveis e da ajuda de uma máquina de 
costura, ela criou sozinha suas duas filhas, Regina (minha  mãe) e Gina (minha tia). 
Apesar dos desafios assustadores que enfrentaram, eles seguiram em frente. Maria 
incutiu nas filhas o valor de correr atrás dos sonhos, enfatizando a importância da 
educação e do trabalho árduo. À minha querida e saudosa avó, Vó Maria, estendo os 
meus sinceros agradecimentos. Como meu modelo, você demonstrou que as mulheres 
podem alcançar realmente qualquer coisa. 

A história continua com Regina  e Gina, que apesar da fome e escassez,  unidas pelo 
apoio mútuo e pelo exemplo da mãe, seguiram em frente. Embora eu nunca tenha 
conhecido minha tia Gina, ela deixou uma marca indelével na história da nossa família. 
Seu legado continua vivo através de seu filho Rafael, meu amado primo/irmão, e seu 
marido Walter, uma figura paterna fundamental na minha vida. 

Alguns anos depois, minha mãe Regina conheceu  José Luiz (também conhecido como 
Dantas) e desta relação improvável eu nasci. Embora seu tempo em nossa casa tenha 
sido breve, meu pai me presenteou com preciosos irmãos (Viviane, Joacy, Ivana, Junior, 
Danilo e Daniel), a única e inestimável herança que recebi dele. Minha mãe, seguindo 
essa linhagem de mulheres fortes, navegou sozinha pela maternidade, armada de 
determinação e esforço incansável. A missão de vida dela era garantir que Rafael e eu 
recebessemos a melhor educação possível. Muito obrigada, Mamãe, por isso e muito 
mais. Você moldou a pessoa que sou hoje, sou muito honrada de ser sua filha. 

Como você deve ter notado, eu cresci em uma família não convencional. Fui criada por 
uma mãe solo (que era uma mulher poderosa já no início dos anos 90), uma avó incrível 
(que podia fazer até o homem adulto mais duro tremer nas botas e ser amorosa e querida 
ao mesmo tempo) e uma grande família. Esse círculo familiar inclui Rafael, seu pai, meu 
querido tio Walter (carinhosamente chamado de Papi), sua admirável madrasta, minha 
tia Beila, e seus irmãos Vinicius e Brunna. A presença deles acrescentou felicidade à 
minha infância, por isso estendo a eles minha mais profunda gratidão. Eles continuam 
sendo parte integrante do meu coração, independentemente do tempo ou da distância. 

Dentro dessa constelação familiar diversificada, há inúmeros irmãos que já estavam na 
idade adulta, casados e pais na época do meu nascimento. Consequentemente, sou 
abençoada com numerosas sobrinhas e sobrinhos, alguns dos quais agora já tem seus 
próprios filhos. A cada um deles, minha mais profunda gratidão pelo respeito, carinho 
e inspiração que sempre me deram. Meu agradecimento especial às minhas queridas 
irmãs Joacy  e Viviane, e ao meu irmão mais velho Junior. Agradeço também às 
sobrinhas Ana Pérola, Monyque, Marcella, Mayra e Polyanna. Também devo dedicar 
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amor e apoio formaram uma base de amizade que tem um significado imensurável para 
mim até hoje. 

Minha jornada me levou a Uberlândia, onde descobri minha paixão pela Neurociência 
(e não tanto pela Psicologia). Lá conheci Gabriela Mattos, a quem esta dissertação é 
dedicada. Ela era minha melhor amiga, confidente e uma das pessoas mais importantes 
da minha vida. Mas voltarei a isso mais tarde. Minha lista de amigos incríveis aumentou 
muito nesse período, mas vou citar especialmente Julia, Carol Mattos, Pedro, Fábio, 
Tiago Faria, Tiago Toledo, Giordano, Fernanda, Ana Clara  e Geleia, que são amigos 
queridos e ainda muito importantes na minha vida. 

O capítulo seguinte se desenrolou em São Paulo, cidade de crescimento e independência. 
Lá fiz novas amizades, tive alguns relacionamentos e festejei um pouco demais (Ai meus 
20 anos!). São Paulo merece seu próprio reconhecimento. Esta cidade foi a minha maior 
escola e ainda é a minha cidade favorita em todo o mundo. Em meio a uma vida de 
trabalho muito agitada, as pessoas que conheci certamente foram excepcionais. Eu 
poderia listar dezenas de pessoas aqui, mas vou focar na Isabella, Paulinha, Jéssica, 
Mia, Dani e Tata. Muito obrigado por ser minha fonte constante de amor, apoio e 
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(muito!). A busca pelo conhecimento que estava profundamente arraigada em mim, 
influenciada pelo meu legado familiar e educadores inspiradores que conheci ao longo 
do caminho, levou a um mestrado em Neurociências. Embora eu estivesse trabalhando 
com marketing de produto há algum tempo, voltei para a Neurociência simplesmente 
pelo prazer de estudar cérebros. Foi nesse período que conheci os incríveis professores 
Paulo Boggio, Camila Campanhã, Gabriel Rego e Lucas Murrins Marques, que 
desempenharam papéis fundamentais na formação de minhas aspirações acadêmicas. 

No Brasil, eu ainda não tinha condições de seguir uma carreira acadêmica. Então, esse 
sonho ficou definitivamente em dia até que recebi alguns conselhos sábios durante um 
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coffee break com meus queridos amigos, Lívia, Luiz e Adolfo. O conselho era: “Esqueça 
o futuro que você acha que terá e foque no que você quer ter”. Essas palavras mudaram 
a minha vida. Então, aqui eu agradeço a minha querida Lívia por me dar esse empurrão 
que mudou a vida e me colocar no caminho certo. Depois disso, comecei a me preparar 
para essa grande mudança de carreira. Isso me levou à Universidade de Maastricht, 
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Minha jornada na Universidade de Maastricht tem sido uma experiência transformadora 
cheia de interações inestimáveis. Minha mais profunda gratidão é estendida a um 
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Sua paciência e experiência aumentaram meu fascínio pela Neuroeconomia e pela 
Neurociência da Decisão.
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família, uma infinidade de enfermeiros atenciosos e médicos dedicados. Entre eles, 
sou profundamente grata a Sandra Kloss, Dr. Lambrecht, Dr. Lalisang e Dr. den Haas. 
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sempre estarão no meu coração.

O segundo grupo de mulheres fantásticas são as que também estavam passando por 
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mestrado (eu disse que podia, Dr. Lalisang!) e conseguir uma vaga de doutorado. As 
complexidades da jornada de doutorado foram acompanhadas por uma longa e árdua 
recuperação. Mas adivinha? Eu consegui!

Nada disso teria sido possível sem meu excepcional time de supervisores:  Prof. Dr. 
Elisabeth (Lisa) Bruggen, Prof. Dr. Alexander (Alex) Sack, Dra. Teresa Schuhmann e Dr. 
Peiran Jiao. 

Lisa é certamente uma das mulheres mais admiráveis que tive a sorte de conhecer. 
Sua confiança em mim moldou minha jornada de doutorado. Ao longo dos anos, ela se 
tornou a líder dessa equipe de supervisão extraordinária, gerenciando perfeitamente 
a natureza interdisciplinar e, ocasionalmente, desafiadora de nosso trabalho. Lisa, 
sua presença como uma pesquisadora forte me proporcionou motivação, inspiração 
e resiliência durante os momentos difíceis. E por tudo isso, não posso agradecer o 
suficiente!
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profissional melhor. Obrigada por tudo!

Além dessas duas mulheres fortes, há também dois homens brilhantes – Alex e Peiran. 
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pareciam perdidos. Com certeza tenho muita sorte de tê-lo como promotor durante 
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Peiran, cada interação com você tem sido uma grande oportunidade de aprendizado 
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Minha trajetória de doutorado foi dividida entre dois departamentos distintos: Marketing 
e Supply Chain Management (MSCM) e Neurociência Cognitiva (CN). Sem o apoio de 
cada departamento, essa dissertação não aconteceria. Quero agradecer especialmente 
a Christl e Peter de Weerd (CN), Pascalle, Nicole, Kelly, Diogo e Dominik (MSCM). 

Na CN fiz parte do grupo de  pesquisa Cérebro, Estimulação e Cognição (BSC), 
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especiais a Alex e Teresa (novamente), Tom, Felix, Sanne, Inge, Sanne, Alix (Charlie), 
Lukas, Stefano, Geraldine, Mathilde, Samantha, Olof, Jeannette e (minha querida 
paraninfa) Shanice.  

No departamento de MSCM tive a oportunidade de me juntar  ao grupo de 
Comportamento do Consumidor (CB) com Caroline, Kelly, Anouk, Cara, Emir e muitos 
outros pesquisadores notáveis. Sou profundamente grata pelas lições inestimáveis que 
ganhei deste grupo. Sua qualidade de pesquisa e profissionalismo me inspiram, e espero 
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É claro que nem tudo é trabalho na vida de um doutorando. Além de muitas horas de 
trabalho, havia também alguma diversão e muitos amigos. Primeiro, quero agradecer 
especialmente àquele que sempre esteve ao meu lado durante meu doutorado: Niels 
Neven. Boo, obrigada por ser meu apoio, meu parceiro, e a fonte de tantas risadas e 
amor durante todos esses anos! Obrigada também à sua (e um pouco minha) linda 
família, Marina, Ludo, Hanne, Stef, Ólafur e Lenù.  
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