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Abstract 

With the increasing use of the internet, online shopping is getting more popular and these 

developments are opening new possibilities in the area of data science. Data from visitors that visit 

online webshops are more often collected for prediction purposes. One of the important properties of 

online webshop data is that the data is imbalanced. Due to the ease of gaining information and 

comparing products on the internet, data sets are getting imbalanced. Visits of online webshops are 

more often ending without a buy of the visit. Handling imbalanced data sets in machine learning is an 

important part when building classifiers. Several algorithms handle imbalanced data sets and these 

methods can be split into two categories. The first is algorithm-based approaches where the focus is 

mainly on improving the algorithm to enhance prediction performance. The second is sampling-based 

approaches where the data set is oversampled or downsampled for training classifiers. The data used in 

this study is obtained from the UCI machine learning repository site and this data set is previously used 

in the study of Sakar et al. (2018), where the researchers are randomly oversampling the data set. This 

study broadens the study of Sakar et al. (2018), by applying different sampling-methods to the same 

classifiers. In this research, sampling-based approaches are used to enhance the prediction of online 

shopping intentions. The data set used in this study is randomly downsampled, oversampled with the 

SMOTE algorithm, and a combination of both methods is used with a decision tree, support vector 

machine, and multilayer perceptron. The results are showing that the proposed combination of 

downsampling and the SMOTE algorithm is not outperforming the SMOTE algorithm. Further research 

on the combination of two sampling methods is needed to further develop or adapt this combination in 

other data sets and machine learning classifiers. 
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1.0 Introduction  

Nowadays, online shopping is becoming increasingly popular and 40% of all internet users buy products 

on the internet (Rubin, Martins, Ilyuk, & Hildebrand, 2020). The growth of online shopping increased the 

possibilities for webshop owners to analyze their visitors. There is a large number of studies regarding 

online shopping behavior. One important main domain is predicting online shopping behavior. In these 

studies, data of visitors are used to predict whether a visitor will buy a certain product or not. The 

increase in online shopping and tools for analysis provides new opportunities in the area of data science. 

Visitors of webshops are monitored by, for example, the duration of page visit, exit rate, landing page, 

bounce rate, and demographics. Data of visitors are used for descriptive and predictive modeling. With 

these studies, researchers have to deal with imbalanced data sets. Data of online webshops are 

moreover visitors that did not buy products. Because of the ease of looking for products on the internet, 

people use online webshops to gain information. Besides, people can compare the same kinds of 

products on other webshops. Information gain and comparing products on webshops causes imbalanced 

data sets that can make predictions of online shopping behavior hard, especially in the minority class. 

An imbalanced data set can produce prediction problems for the minority class while scoring high on 

accuracy in the overall model (Khalilpour Darzi, Niaki, & Khedmati, 2019). Besides, misclassification in 

the minority class can have higher costs than misclassification in the majority class. In the case of this 

study, classifying a buyer as a not buyer produces more costs than classifying a not buyer as a buyer 

because potential buyers are missed. Solving the prediction problem of imbalanced data sets will 

improve the accuracy rate on the minority class and there will be less bias towards the minority class in 

predictions. 

To improve the prediction power of imbalanced data sets, several algorithms are developed to deal with 

this problem. The common way to address these approaches is algorithm-based approaches and 

sampling-based approaches. The algorithm-based approach focuses more on improving the algorithm to 

increase predicting power. The sampling-based approach focuses on oversampling the minority class to 

the majority class or downsampling the majority class to the minority class. Oversampling is copying or 

creating new instances whereas downsampling eliminates instances (Liu, An, & Huang, 2006).  

A common sampling-based approach for balancing data sets is oversampling the minority class. 

However, with random oversampling of the minority class, the model is sensitive to overfit the training 

data and not generalize well on unseen data. The synthetic minority oversampling technique (SMOTE) is 
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a sampling-based approach that oversamples the minority class by creating new observations into the 

training instances (Sun, Li, Fujita, Fu, & Ai, 2020). The model does not copy instances and creates new 

instances by using the nearest neighbors of the instances in the training set.  

1.1 Aim of the study 

Previous research of Sakar et al. (2018), experimented with online shopping intentions for webshops. 

For this prediction task, a decision tree, support vector machine, and a multilayer perceptron are 

compared. The study concludes that the multilayer perceptron produces the best prediction 

performance. The researchers compared the models with a data set of 10,422 of the negative classes 

and 1,908 positive classes. While experimenting with shopping intentions, the researchers faced the 

problem of an imbalanced data set. The researchers randomly oversampled the minority class to 

improve the prediction performance of the models. Finally, after randomly oversampling the data set, 

still, the multilayer perceptron produced the best performance. This study aims to improve the 

prediction performance of the study of Sakar et al. (2018) by applying sampling methods to the data set 

and creating a balanced data set that improves the prediction performance of a decision tree, support 

vector machine, and a multilayer perceptron. In this way, models can be more accurate in predicting the 

minority class. In this study, the results of the algorithms used in the study of Sakar et al. (2018) are used 

as baseline results for this study.  

1.2 Scope of research 

The scope of this research is to experiment with which sampling method fits best in which machine 

learning algorithm of the study of Sakar et al. (2018). This is done by experimenting with downsampling 

the data set and oversampling the data set with the SMOTE algorithm. Besides, a new approach to 

handling imbalanced data sets is proposed. In this research, there will be a study of the effect of 

combining the SMOTE algorithm with downsampling the data set. Furthermore, this research focuses on 

imbalanced data sets within the scope of online webshop data. Due to the limited time, besides a 

decision tree, support vector machine, and multilayer perceptron, no other machine learning classifiers 

are tested.  
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1.3 Theoretical and scientific relevance 

From a theoretical perspective, this study contributes to experiments about predicting the online 

shopping intentions of webshop visitors with imbalanced data sets. With the increasing use of the 

internet, potential customers will more often compare products on the internet and gain information 

about products. Besides comparing and gaining information, there will be more people buying online 

rather than physically in stores (Constantinides & Holleschovsky, 2016). This study provides online 

webshop tools to gain more insight into their customers. In this way, owners of webshops are better 

able to fulfill the needs of a potential customer to end the visit to the webshop with a buy. 

From a scientific perspective, this study broadens the study of Sakar et al. (2018) of the problem of 

imbalanced data sets. Working with imbalanced data sets is an important part of machine learning tasks. 

When building prediction models for classification tasks, facing an imbalanced data set often occurs. 

Machine learning classifiers are optimizing the overall accuracy of the prediction model and considering 

the importance of the minority class the same as the majority class, which leads to wrong predictions in 

the minority class (Ibrahim et al., 2019). This study emphasizes the importance of making the right 

predictions in the minority class. Furthermore, this study contributes to existing scientific research by 

experimenting with a new approach to handling imbalanced data sets by combining downsampling with 

a synthetic oversampling method.  

1.4 Research question 

By improving the prediction performance of the decision tree, support vector machine, and multilayer 

perceptron, used in the study of Sakar et al. (2018), this study aims to gain more insight into sampling 

methods that handle the problems of imbalanced data sets. Furthermore, in this study, there will be a 

new sampling approach to improve prediction performance. Therefore, the following research question 

is formulated:  

To what extent can sampling methods enhance the prediction of online shopping intention? 
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2.0 Theoretical framework 

In this section, there will be a description of the sampling methods to deal with imbalanced data sets 

and a brief overview of the machine learning algorithms used in this study. Furthermore, there will be an 

overview of previous scientific research. 

2.1 Downsampling 

In a binary classification task, the prediction value consists of two different values. The imbalance in data 

sets occurs when the amount of one class is more and when this difference biases the model results 

negatively. However, to train the model in a way that the model predicts correct instances in the 

minority class, downsampling the data is one of the methods. With downsampling the data set, 

instances from the majority class are randomly downsampled until there is a balanced data set. The 

downsampling is applied to the training data set, the test set is still imbalanced to generalize well on 

unseen data. Downsampling the data set is an effective solution to prevent the model from overfitting 

the training data set (Rustogi & Prasad, 2019). One big drawback of downsampling the training data set 

is that, when downsampling a large number of instances, many data are not used for training the model. 

Machine learning algorithms work well with more data, downsampling can lead to poor prediction 

performance on the test data (Barros et al., 2019).  

2.2 SMOTE oversampling 

Another sampling-based method to deal with imbalanced data sets is oversampling the minority class, 

the opposite of downsampling the majority class. However, with oversampling the minority class, 

another problem occurs. The oversampled instances from the minority class are affecting the algorithm 

by overfitting the minority class. The SMOTE algorithm is an extension to oversampling data in the 

minority class. The major advantage of SMOTE is that it oversamples the minority class, so in this way, 

no useful data is lost because of downsampling (Fernandez et al., 2018). As with downsampling, the 

SMOTE algorithm is applied to the training data set. The test seat data is used to test the trained model 

for the results of the model. In this way, the generalizability of the model can be ensured. Machine 

learning models are generally working better with a lot of data. Therefore, another advantage of the 

SMOTE algorithm is that it creates new training instances for the model. Classification algorithms usually 

perform poorly with fewer data (Barros et al., 2019). 
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The process that the SMOTE algorithm follows is first determining how many new instances to create as 

an integer value. After this value is determined, the algorithm randomly takes one instance from the 

minority class and searches by default to the five nearest neighbors. Concerning the nearest neighbors, 

a new training instance is created. The new training instance is then multiplied by a random factor 

between 0 and 1. Finally, this instance is added to the training data set. This is done repeatedly till the 

integer value of instances that was needed is reached (Rodriguez-Torres, Carrasco-Ochoa, & Martínez-

Trinidad, 2019).  

2.3 Combining downsampling and SMOTE 

A new approach to handling imbalanced data sets proposed in this study is combining the SMOTE 

algorithm with downsampling. As mentioned in section 2.1, machine learning algorithms perform better 

with more data. However, when oversampling the data, the model can overfit the data because the 

created instances are based on the minority class. To avoid these problems and benefit from the 

advantages of the two sampling methods, a combination of the methods will experiment with. 

Therefore, in this way, there will be fewer data oversampled rather than only applying SMOTE and there 

will be less loss of data rather than only downsampling the data set.  

2.4 Machine learning algorithms 

In this section, there will be a brief introduction to the algorithms used in this research. First, one of the 

popular machine learning algorithms is the decision tree. The reason why decision trees are popular is 

that they are easy in understanding and decision trees do not need much computational power. Besides, 

when developing a decision tree, it is not necessary to set parameters (Han, Pei, & Kamber, 2011). In the 

case of this study, it would be interesting how decision trees perform on data that is balanced after 

downsampling or applying the SMOTE algorithm. The decision tree is an algorithm that works well with 

balanced data, this results in a balanced tree where the splitting of information is nearly equally divided. 

The second algorithm used in the research is the support vector machine. Support vector machines are 

reliable classifiers with strong mathematical substantiation. Like the decision tree algorithm, support 

vector machines perform well on balanced data sets. When training a support vector machine on an 

imbalanced data set, the algorithm tends to bias towards the majority class and produces incorrect 

predictions in the minority class (Batuwita, & Palade, 2010). Regarding this study, studying how the 

support vector machine performs after handling the data set with downsampling and oversampling with 

the SMOTE algorithm can produce interesting results. 
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The last classifier used in this study is the multilayer perceptron. The multilayer perceptron is a more 

advanced classifier than the decision tree and support vector machine. Especially in extremely complex 

classification tasks, the multilayer perceptron performs very well (Oh, 2011). Multilayer perceptrons are 

widely used in multiclass classification tasks and are performing well on complex data (Lin et al., 2013). 

The multilayer perceptron learns his weights and biases while trying to make correct predictions. When 

the model makes mistakes in the predictions, it propagates back the information that the output is 

incorrect. In this way, weights and biases are trained for the model. Furthermore, the multilayer 

perceptron exists of different layers with different weights, and this makes the model good in predicting 

complex data. In the case of this study, the multilayer perceptron could produce good results because of 

the size of layers and neurons. Besides, the multilayer perceptron is a strong binary classifier that can 

lower bias in the majority class and make better predictions in the minority class (Díaz-Vico et al., 2018). 

2.5 Related work 

To address the problem of imbalanced data sets in predicting online shopping behavior on online 

webshops, there will be an overview of studies regarding imbalanced data sets that examined and 

experimented with methods against imbalanced data sets. In machine learning, making predictions in 

the minority class is hard, the imbalanced data sets bias the machine learning models in making correct 

predictions in the minority class (Haixiang et al., 2017).  

In research to machine learning, there have been several studies regarding the problem of imbalanced 

data sets. Important to mention is that machine learning models are not just affected by the imbalanced 

data sets. Previous research of Zhang & Trubey (2018), studied the effects of imbalanced data sets on 

five different machine learning classifiers. In their study, the researchers made use of an artificial neural 

network, decision tree, support vector machine, logistic regression, and a random forest. The models 

are tested with a data set on money laundering detection. In the study, detecting the minority class was 

important, as those are the instances with a higher cost rate. The researchers concluded that the 

artificial neural network produced consistent outcomes and outperformed the other four classifiers. The 

decision tree had the lowest predicting scores. Furthermore, the researchers concluded that ANN is less 

affected by imbalanced data sets. In the former study of Zhang & Trubey (2018), the researchers did not 

make use of any sampling method that balances the data set.  

Other previous research on imbalanced data sets studied randomly downsampling the data set in 

different proportions and feature selection for training models (Hasanin et al., 2019). The researchers 
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used a random forest, gradient boosted tree, and logistic regression to examine the two different 

methods that were tested on two different data sets. The main goal of the researchers was to yield high 

scores of correct predictions in the minority class.  The result of the randomly downsampled experiment 

is interesting for this study, as random downsampling is used in this study for different machine learning 

classifiers. By randomly downsampling the data set, the gradient boosted tree yields the best results. 

The gradient boosted tree made more correct predictions in the minority class.   

Another previous research about methods for imbalanced data sets is conducted by Ramezankhani et al. 

(2016). In their study, the researchers developed machine learning classifiers for predicting diabetes at 

an earlier stage. In this particular study, the researchers made use of the SMOTE algorithm to balance 

the data set for training the models. In total, there were three different models tested; probabilistic 

neural network, decision tree, and a naive bayes algorithm. The researchers used different proportions 

of synthetically oversampling, with a start from 100% step-wise to 700% with 100% per step. The 

researchers are concluding that the models, with a proportioned size of 700% of oversampling, are 

increasing in terms of sensitivity, with the probabilistic neural network as strongly increasing. However, 

the models are decreasing in terms of accuracy scores. Therefore, the models are predicting more 

correct minority instances and less correct majority instances. 

Furthermore, there has been previous research on how to evaluate models that are trained and tested 

on highly imbalanced data sets. The study of Picek et al., (2019), emphasizes the evaluation metrics used 

for models affected by highly imbalanced data sets. In the study, the researchers experiment with 

different methods that deal with imbalanced data sets. The data set has been used for machine learning 

algorithms, to predict rare events. The researchers are concluding that the accuracy metric is distorted. 

In machine learning, and especially when dealing with imbalanced data sets, the goal of the model is 

important for choosing evaluation metrics. If the model is built for achieving high predicting the minority 

class, precision and recall are better metrics to evaluate the models. Besides, the study of Ramezankhani 

et al. (2016) shows an increase in incorrect predictions in the minority class while decreasing the overall 

accuracy of the model. Because the costs of wrong predictions in the minority class are higher, this is the 

class where the model has to predict the most correct instances. However, after applying sampling 

algorithms, the model should perform better in terms of accuracy. 
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3.0 Methods  

In this section, first, the data set is described and from where it was retrieved. This is followed by 

preprocessing steps to analyze the data and train the predictive models. Finally, the evaluation steps 

used in this study are presented. Especially with an imbalanced data set, and the purpose of this 

research, evaluating models with the correct evaluation metrics is important. Due to the nature of 

imbalanced data sets, evaluation metrics can present a biased result by presenting high scores.  

3.1 Data set 

The data set used in this study is retrieved from the UCI machine learning repository. In total, the data 

set consists of 12,330 instances with 18 variables and all are collected in a time frame of 1 year. 

Furthermore, the data set is uploaded on the UCI machine learning repository website on 31-08-2018. 

The data that is collected from one specific webshop and to avoid copies of instances, all instances are 

belonging to a specific visitor of the online webshop. The target variable in the data set is a binary 

variable with two values (buyer versus not buyer). In total 10,422(84.53%) were negative class(not 

buyer) and 1,908(15.47%) were positive class(buyer). The other 17 variables are independent variables 

consisting of ten numerical and seven categorical variables. A detailed table of the variables is described 

in the appendix (Appendix A). The algorithms and data set used in this study can be retrieved via the link 

in the appendix (Appendix B).  

3.2 Software 

To complete this experiment, Python 3.6 is used as the programming language with coding in Jupyter 

Notebooks. In Python NumPy and pandas are used for data manipulation and exploring the data set. 

Scikit-learn is used to build decision trees, support vector machines, and a multilayer perceptron. Also, 

splitting the data set into a train-test set, and evaluating the models, is done with Scikit-learn. 

Furthermore, to handle imbalanced data sets, the package imbalance-learn is used for implementing 

downsampling and the SMOTE algorithm. 
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3.3 Preprocessing data 

In this section, there is a detailed explanation of the preprocessing steps before training the classifiers. 

Since the data set was previously used in another research, the data set did not need many 

preprocessing steps. The rationale for choosing the same data set is to compare the result of the models 

in this study with the results of the models in the study of Sakar et al. (2018). 

The first step in preprocessing the data set was checking the data set for possible NaN values. As 

mentioned before, as a result of using a data set that is used in previous research, the data set did not 

contain any NaN values.  

The second important preprocessing step is checking for outliers. To train the prediction models and 

apply the algorithms that create new instances like SMOTE, it is important to identify and process 

outliers (e.g. in the case of this data set, a value of 60,000 seconds of a page visit). For identifying the 

outliers, the interquartile range of the continuous variables is calculated. While doing this, the instances 

with values in variables of the lower 5 percent and upper 5 percent are removed from the data set. As a 

result of removing outliers, the data set consisted of 11,743 instances and 18 variables. The target 

variable (buyer versus not buyer) in the cleaned data set consisted of 10,036 (85.46%) instances in the 

negative class (not buyer) and 1,707 (14.54%) in the positive class (buyer).  

After removing outliers, two variables are converted from string values to integer values. The variable 

‘Month’ is converted to an equal number of the month. The variable ‘VisitorType’ is converted from 

‘Returning_Visitor’ to 0, ‘New_Visitor’ to 1, and ‘Other’ to 2. All other variables were noted as integers 

except for the variables ‘Weekend’ and ‘Revenue’, who were booleans (True or False).  

3.4 Sampling the imbalanced data set 

Finally, before training the machine learning models, the data set is downsampled and oversampled. 

The models are trained on three different downsampled data sets. Proportionally to the minority class, 

the majority class is downsampled 0.25, 0.5, 0.75, and 1.0 times the ratio of the minority class. Also, the 

models trained on the data set after applying the SMOTE algorithm, are trained on three different data 

sets. Proportionally to the minority class, the data sets are oversampled 0.25, 0.5, 0.75, and 1.0 times 

the ratio of the majority class. Finally, the combination of downsampling and applying the SMOTE 

algorithm to the data set was done. First oversampling the minority class to 50% of the majority class by 

applying the SMOTE algorithm. After, downsampling the majority class to the same amount of instances 

in the oversampled minority class 
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4.0 Experimental setup 

In the following section, the experimental setup of the three machine learning classifiers is explained in 

detail. There will be a description of the approach of building and optimizing the models, and evaluation 

metrics of the models. In total, three different classifiers are built to predict potential shoppers for an 

online webshop. The classifiers are trained on the imbalanced data set, oversampled data set, and 

downsampled data sets. The oversampled and downsampled data sets are sampled in four different 

proportions. Finally, a combination of an oversampled and downsampled data set is used to train the 

three classifiers. In total, 30 unique test results are obtained with the three classifiers.   

4.1 Train-test split 

For training the models, a train-test split of 75% training data and 25% testing data is chosen. The total 

training data set consisted of 11,743 instances. The training data set consisted of 8,807 instances and 

the testing data set consisted of 2,936 instances. The reason for choosing a test set of 25% is to 

generalize well on unseen data. Especially with imbalanced data sets, too small test sets lower the 

minority class instances in the test set. The models are trained on the downsampled and oversampled 

train data sets and tested on the test set. The rationale for this is to enhance the generalizability of the 

model on unseen data. In this way, the prediction task that the model has to perform on unseen data 

stays imbalanced, and therefore the test data set is not processed. 

4.2 Cross-validation 

To prevent the models from overfitting, cross-validation is used. In the models, the training data set is 

split into 10 equal disjoint data sets. These data sets are all used to train and test the model on the 

validation set. After training and testing these disjoint data sets, the scores are summed and divided by 

10, the number of data sets. 

4.3 Decision tree 

After preprocessing the data set, converting the variables, and splitting the data set into train and test 

sets, the first decision tree is trained on the imbalanced data set. The majority class of the imbalanced 

data set consisted of 7,516 instances while the minority class consisted of 1,291 instances. The decision 

tree is built with default parameters and optimized with Grid Search. Within this model, the following 

parameters are set: criterion=“gini”, max_depth=5.  
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After the first decision tree was trained, the second decision tree is trained with a downsampled data 

set. Table 1 presents the minority class and majority class instances for the models with different 

proportions of downsampling the training data set. The decision tree is built with default parameters 

and optimized with Grid Search. Within this model, the following parameters are set: 

criterion=“entropy”, max_depth=10.  

Proportion of downsampling Minority class instances Majority class instances 

0.25 1,291 5,164 

0.50 1,291 2,582 

0.75 1,291 1,721 

1.0 1,291 1,291 

Table 1: Decision tree instances in classes with different sampling proportions after downsampling. 

The third decision three is trained on the data set after applying the SMOTE algorithm to the minority 

class. Table 2 is presenting the minority class and majority class instances with different sampling 

proportions in the training data set. The decision tree is built with default parameters and optimized 

with Grid Search. Within this model, the following parameters are set: criterion=“gini”, max_depth=10.  

Proportion of oversampling Minority class instances Majority class instances 

0.25 1,891 7,516 

0.50 3,758 7,516 

0.75 5,637 7,516 

1.0 7,516 7,516 

Table 2: Decision tree instances in classes with different sampling proportions after applying SMOTE. 

Finally, the last decision three is trained on a data set that is first oversampled with the SMOTE 

algorithm to 50% of the majority class. After oversampling, the majority class is decreased to the same 

value as the oversampled minority class. The minority class increased to 3,758 and the majority class 

decreased to 3,758. The decision tree is built with default parameters and optimized with Grid Search. 

Within this model, the following parameters are set=“entropy”, max_depth=10.  
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4.4 Support vector machine 

The first support vector machine is trained on the imbalanced data set. The majority class of the 

imbalanced training data set consisted of 7,516 instances while the minority class consisted of 1,291 

instances. The support vector machine is built with default parameters and optimized with Grid Search. 

Within this model the following parameters are set: max_iter=1,000, alpha=0.1, loss="modified_huber", 

penalty="l1". 

After the first support vector machine was trained, the second support vector machine is trained with a 

downsampled data set. Table 3 presents the minority class and majority class for the models with 

different proportions of downsampling in the training data set. The support vector machine is built with 

default parameters and optimized with Grid Search. Within this model the following parameters are 

changed to: max_iter=1,000, alpha = 0.1, loss="modified_huber", penalty="l1". 

Proportion  Minority class instances Majority class instances 

0.25 1,291 5,164 

0.50 1,291 2,582 

0.75 1,291 1,721 

1.0 1,291 1,291 

Table 3: Support vector machine instances in classes with different sampling proportions after 

downsampling. 

The third support vector machine is trained on the data set after applying the SMOTE algorithm to the 

minority class. Table 4 presents the different proportions of sampling within the training set for the 

classifier. The support vector machine is built with default parameters and optimized with Grid Search. 

Within this model the following parameters are set: max_iter=1,000, alpha = 0.1, 

loss="modified_huber", penalty="l1". 
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Proportion  Minority class instances Majority class instances 

0.25 1,291 7,516 

0.50 3,758 7,516 

0.75 5,637 7,516 

1.0 7,516 7,516 

Table 4: Support vector machine instances in classes with different sampling proportions after applying 

SMOTE. 

Finally, the last support vector machine is trained on a data set that is first oversampled with the SMOTE 

algorithm to 50% of the majority class. After oversampling, the majority class is decreased to the same 

value as the minority class. The minority class increased to 3,758 and the majority class decreased to 

3,758. The support vector machine is built with default parameters and optimized with Grid Search. 

Within this model the following parameters are set: max_iter=1,000, alpha = 0.0001, 

loss="modified_huber", penalty="l1". 

4.5 Multilayer perceptron 

The first multilayer perceptron is trained on the imbalanced data set. The majority class of the 

imbalanced data set consisted of 7,516 instances while the minority class consisted of 1,291 instances. 

The multilayer perceptron is built with default parameters and optimized with Grid Search. Within this 

model the following parameters are set: max_iter=100, activation = "relu", alpha= 0.05,   

hidden_layer_sizes=(20,), learning_rate='constant', solver='adam'. 

After the first multilayer perceptron was trained, the second multilayer perceptron is trained with a 

downsampled data set. Table 5 presents the minority class and majority class for the models with 

different proportions of downsampling in the training data set. The multilayer perceptron is built with 

default parameters and optimized with Grid Search. Within this model the following parameters are set: 

max_iter=100, activation = "relu", alpha= 0.05, hidden_layer_sizes=(10, 30, 10), 

learning_rate='adaptive', solver='adam'. 
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Proportion  Minority class instances Majority class instances 

0.25 1,291 5,164 

0.50 1,291 2,582 

0.75 1,291 1,721 

1.0 1,291 1,291 

Table 5: Multilayer perceptron instances in classes with different sampling proportions after 

downsampling. 

The third multilayer perceptron is trained on the data set after applying the SMOTE algorithm to the 

minority class. Table 6 presents the minority class and majority class for the models with different 

proportions of downsampling in the training data set. The multilayer perceptron is built with default 

parameters and optimized with Grid Search. Within this model the following parameters are set: 

max_iter=100, activation = "relu", alpha= 0.05, hidden_layer_sizes=(20,), learning_rate='adaptive', 

solver='adam'.  

Proportion  Minority class instances Majority class instances 

0.25 1,879 7,516 

0.50 3,758 7,516 

0.75 5,637 7,516 

1.0 7,516 7,516 

Table 6: Multilayer perceptron instances in classes with different sampling proportions after applying 

SMOTE. 

Finally, the last multilayer perceptron is trained on a data set that is first oversampled with the SMOTE 

algorithm to 50% of the majority class. After oversampling, the majority class is decreased to the same 

value as the minority class. The minority class increased to 3,758 and the majority class decreased to 

3,758. The multilayer perceptron is built with default parameters and optimized with Grid Search. 

Within this model the following parameters are set: max_iter=100, activation = "tanh", alpha= 0.0001, 

hidden_layer_sizes=(20,), learning_rate='adaptive', solver='adam'. 
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4.6 Evaluation metrics  

Choosing reliable evaluation metrics is important when dealing with imbalanced data sets because some 

metrics can provide good results while scoring low on the minority class. When choosing evaluation 

metrics, it is important to keep in mind that the metrics are presenting correct scores. Sakar et al. (2018) 

used the confusion table metrics to analyze the results. In our comparative evaluation, the same metrics 

will be adopted.  

The accuracy of the model will display the overall prediction performance. When dealing with 

imbalanced data sets, the accuracy will be biased towards the majority class of the model. The model 

will perform high on accuracy because it will predict correctly the majority class. In this study, the 

accuracy scores will be used to compare it with the baseline study and to base the accuracy score of the 

model if all instances are predicted in the majority class. Precision will measure the correct positive 

classifications that were positive. Recall (true positive rate) will measure the positive rate of the 

instances. In the case of this study, the true positive rate reflects instances that are correctly classified in 

the majority class. Sensitivity (true negative rate) will measure the proportion of correct predictions in 

the minority class. Finally, the F1-score will present the harmonic mean of precision and recall and will 

provide a better overall measure than accuracy. Besides, the correct number of predictions in the 

minority class is included in the results to see whether this is increasing or decreasing.  
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5.0 Results 

This study aims to improve the prediction performance of the models used in the study of Sakar et al. 

(2018) with sampling methods that handle imbalanced data sets. In the experiments, there has been 

using oversampling and downsampling of the data set in different proportions to improve prediction 

performance. In the next sections, the results of the decision tree, support vector machine, and 

multilayer perceptron are presented with the different sampling proportions.  

When fitting models on imbalanced data sets, the accuracy score is high if the algorithm predicts all 

instances as the majority class. The data set used in this study contains 85.46% instances in the majority 

class and 14.54% instances in the minority class. If the models predict the outcome all as the majority 

class, the models will achieve an accuracy score of 85.46%. Thus, if accuracy is used as a metric to 

evaluate the model, the model has to perform better than 85.46%. 

5.1 Baseline 

The results of Sakar et al. (2018) provide our baseline. In their study, the researchers only made use of 

random oversampling to obtain better predictive performance on the machine learning classifiers. Table 

7 is showing the baseline for this study. The decision tree classifier obtained the best accuracy score. 

However, the multilayer perceptron outperformed the decision tree in terms of F1-score and true-

negative rate. The reason why the multilayer perceptron is obtaining a lower accuracy score is that the 

model is predicting more majority class instances wring, and more minority class instances right than the 

decision tree. The researchers are therefore concluding that the multilayer perceptron is the best 

performing model after randomly oversampling the data set 

Baseline Accuracy (%) F1-score True-negative rate True-positive rate 

Decision tree 88.92% 0.57 0.57 0.96 

Support vector machine 88.25% 0.52 0.42 0.97 

Multilayer perceptron 87.92% 0.58 0.58 0.96 

Table 7: Baseline Sakar et al. (2018) 
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5.2 Decision tree 

Table 8 shows the results of the decision tree classifier in terms of accuracy (%), precision, recall, F1-

score, and the number of true negatives. The results are obtained on the imbalanced data set, 

downsampled training data set, applying SMOTE to the training data set, and a combination of these 

two methods on the training data set. Besides, the proportion of downsampling or oversampling is 

presented. The results are showing that downsampling the data set is not improving the accuracy score 

of the model. Furthermore, the proportion of downsampling affects the F1-score of the model. When 

the data set is downsampled to the amount of the minority class, the amount of true negatives 

increases. However, The F1 score is decreasing, which means that the model is predicting more wrong 

positive classes. With applying SMOTE to the data set, accuracy, precision, the F1-score, and the true 

negatives do not change a lot. However, with a higher proportion of oversampling, the true negatives 

are increasing which means that the model makes more correct predictions in the minority class. After 

applying the SMOTE algorithm and downsampling the data set, the decision tree is scoring better than 

downsampling. The classifier is also obtaining a higher number of true negatives concerning only 

applying the SMOTE algorithm to the data set.   

Decision tree The proportion of 
oversampling or 
downsampling 

Accuracy 
(%) 

Precision  Recall F1 
Score 

True 
Negatives 

Imbalanced data set 1.0 90.12% 0.93 0.95 0.94 247 

Downsampling 0.25 81.00% 0.95 0.82 0.88 309 

Downsampling 0.50 65.60% 0.97 0.62 0.75 375 

Downsampling 0.75 59.95% 0.98 0.54 0.70 391 

Downsampling 1.0 52.96% 0.98 0.46 0.63 394 

SMOTE 0.25 88.62% 0.92 0.95 0.93 220 

SMOTE 0.50 88.56% 0.93 0.93 0.93 252 

SMOTE 0.75 88.08% 0.94 0.92 0.93 274 

SMOTE 1.0 88.86% 0.94 0.93 0.93 277 

SMOTE & 
downsampling 

1.0 79.33% 0.96 0.79 0.87 343 

Table 8: Results decision tree 
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5.2 Support vector machine 

In table 9, the results of the support vector machine are presented. With the models trained on the 

imbalanced data set, the support vector machine obtains a high accuracy and F1-score. Furthermore, 

downsampling the data set is negatively affecting the model. With increasing the sampling proportion to 

the minority class, accuracy and F1-score is decreasing. The amount of correct classifications in the 

minority class is increasing. However, the model makes more mistakes in predicting the majority class 

right. After applying the SMOTE algorithm to the data set, the support vector machine performs stable 

within the range of sampled proportions. Furthermore, the correct predicted instances in the minority 

class also stay stable. By combining the two sampling methods, accuracy and F1-score are decreasing. 

However, the correct predictions in the minority class are higher than applying just the SMOTE 

algorithm to the data set. Thus, the model makes more mistakes in predictions in the majority class. 

Support vector 
machine  

The proportion 
of 
oversampling 
or 
downsampling 

Accuracy 
(%) 

Precision Recall F1 Score True 
negatives 

Imbalanced data 
set 

1.0 89.65% 0.95 0.93 0.94 281 

Downsampling 0.25 72.31% 0.94 0.72 0.82 300 

Downsampling 0.50 54.22% 0.96 0.49 0.65 365 

Downsampling 0.75 49.32% 0.96 0.43 0.59 369 

Downsampling 1.0 47.07% 0.98 0.39 0.56 391 

SMOTE 0.25 89.41% 0.96 0.92 0.94 308 

SMOTE 0.50 88.83% 0.96 0.91 0.93 319 

SMOTE 0.75 88.96% 0.95 0.92 0.93 303 

SMOTE 1.0 89.00% 0.96 0.91 0.93 318 

SMOTE & 
downsampling 

1.0 65.77% 0.96 0.63 0.76 354 

Table 9: Results support vector machine  
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5.3 Multilayer perceptron  

In table 10, the results of downsampling the training set, applying SMOTE to the training set, and 

combining the SMOTE algorithm with downsampling are presented. The multilayer perceptron performs 

well on accuracy and F1-score trained on the imbalanced data set. However, the model is not predicting 

a lot correctly in the minority class. The imbalanced data set is affecting the predictions made in the 

minority class. After downsampling the data set, there is an increase in predictions in the minority class. 

However, there is also a decrease in accuracy and F1-score with the increase of sampling proportions. 

With the SMOTE algorithm, the model performs stable in accuracy and F1-scores with different sampling 

proportions. Furthermore, the model is predicting more minority classes correct with increasing 

proportions of sampling. The combination of the SMOTE algorithm with downsampling produces a low 

accuracy score. However, the model predicts more minority instances correctly than only applying the 

SMOTE algorithm.  

Multilayer 
perceptron 

The proportion 
of 
oversampling 
or 
downsampling 

Accuracy 
(%) 

Precision Recall F1 Score True 
negatives 

Imbalanced data set 1.0 89.41% 0.91 0.98 0.94 166 

Downsampling 0.25 75.75% 0.96 0.75 0.84 335 

Downsampling 0.50 60.59% 0.97 0.56 0.71 373 

Downsampling 0.75 50.95% 0.98 0.44 0.61 390 

Downsampling 1.0 57.02% 0.98 0.51 0.67 383 

SMOTE 0.25 89.58% 0.91 0.98 0.94 164 

SMOTE 0.50 89.37% 0.94 0.94 0.94 265 

SMOTE 0.75 88.96% 0.94 0.93 0.94 278 

SMOTE 1.0 85.59% 0.96 0.87 0.91 313 

SMOTE & 
downsampling 

1.0 78.54% 0.97 0.78 0.86 345 

Table 10: Results multilayer perceptron 
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6.0 Discussion 

This research aimed to enhance the prediction of online shopping behavior with the use of sampling 

methods to handle the imbalanced data set. In this study, there have been using a decision tree, support 

vector machine, and a multilayer perceptron to predict if a visit to an online webshop ends with a buy. 

To handle the problem of the imbalanced data set, the data set is randomly downsampled, oversampled 

with the SMOTE algorithm and a combination of the two methods are used. 

In contrast to the research of Zhang & Trubey (2018), in this research, the decision tree classifier 

performed best with no methods that deal with imbalanced data sets. The decision tree classifier 

produced the best scores in terms of recall and F1-score. However, the model did not outperform the 

support vector machine in the number of correct predictions in the minority class. This result should be 

taken into account when not applying sampling-methods that deal with an imbalanced data set. 

With downsampling the data set, it is clear that the models are performing better with many data. After 

downsampling the training data set, the results are showing a decrease in the overall model 

performance. This result is in line with the findings of Barros et al. (2019), where the researchers are 

concluding that machine learning algorithms are performing better with the increasing amounts of data.  

However, the correct predictions in the minority class are increasing with downsampling the proportion 

of the majority class to the minority class. This result is also in line with the result of Hasanin et al. 

(2019), where the researchers obtained more correct predictions in the minority class. However, the 

researchers did not state how this affects the predictions in the majority class. The increase of correct 

predictions in the minority class arises because after downsampling the model is less biased towards the 

majority class.  

After applying the SMOTE algorithm to the data set, the models showed that by creating synthetic 

oversampled instances, the overall model performance is improved for the support vector machine and 

the multilayer perceptron. These results indicate that the models with the SMOTE algorithm are still 

biased towards the majority class instances. The amount of correct predictions in the minority class 

stays lower than downsampling the data set. The results obtained in this study are contrary to the 

results of Ramezankhani et al. (2016) where the researchers concluded that the SMOTE algorithm 

obtained the best results in handling imbalanced data sets. By creating new instances based on the 

nearest neighbors of the minority class, the algorithm is adding noise to the model that prevents the 

model from overfitting the training data (Chawla et al., 2002). Oversampling the minority class is not 
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reducing the bias towards the majority class. Therefore, the predictions in the majority class are not 

decreasing, and overall, the model is still scoring high.   

The proposed approach of combining the SMOTE algorithm with downsampling is not improving the 

prediction performance of the models. The results show that the combined version of the sampling 

method is resulting in a balanced performance between correct predictions in the minority class and the 

overall performance of the model. These results are in line with the results of Barros et al. (2019), where 

the researchers conclude the loss of data affects the model.  

It is important to mention that machine learning algorithms are influenced by other factors besides class 

imbalance. Factors like the size of the data set, choosing the predictor variables, and the quality of the 

data. In this research, the main goal was to improve the result of Sakar et al. (2018) with different 

sampling methods. Applying SMOTE, downsampling, or combining these sampling methods did not 

improve the results of Sakar et al. (2018). In their study, the researchers are randomly oversampling the 

data set, which causes more bias towards the oversampled data set. Therefore, the models are overall 

performing well with the oversampled data set.  

This research contributes to scientific research by combining two sampling methods that handle 

imbalanced data sets. Overall, this research is showing that combining sampling methods can fit 

different purposes of handling imbalanced data sets. To achieve high overall scores or achieving more 

correct instances in the minority class, the proportion of oversampling of downsampling can be 

adjusted. The performed experiments are showing that there is still a need for improvement in the 

study of machine learning with imbalanced data sets.  

6.1 limitations & further research 

The main limitation of this study was experimenting with different proportions for the combinations of 

applying sampling methods. The combinations of downsampling and the SMOTE algorithm is tested by 

creating instances to 50% of the majority class and after downsampling the majority class to the same 

amount of instances as the oversampled minority class. Further research could experiment with 

different proportions of oversampling and downsampling. Another limitation due to the limit of time 

and the focus of previous research was the focus on three classifiers. Further research can investigate 

the prediction performance of imbalanced data sets within other machine learning classifiers like 

XGBoost and Random forest. Especially, with applying the SMOTE algorithm in combination with 

downsampling the majority class.
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7.0 Conclusion 

The aim of this study was to what extent can sampling methods enhance the prediction of online 

shopping intention? To answer this question the following machine learning algorithms are used; a 

decision tree, support vector machine, and a multilayer perceptron. To improve the prediction 

performance of the models, the research of Sakar et al. (2018) is taken as a baseline in this research. In 

the research of Sakar et al. (2018), the researchers conducted a study to predict whether a potential 

online webshop visitor will buy a product. Besides, the researchers oversampled the data after facing 

the problem of an imbalanced data set. In this study, the imbalanced data set problem is tried to 

improve by experimenting with downsampling the training data set and oversampling the training data 

set with the SMOTE algorithm. Lastly, the two sampling methods are used together to create a balanced 

training set for training the models.  

The results are showing that randomly downsampling the data set is affecting the overall accuracy of the 

model. While increasing the proportions of downsampling, the model predicts more correct instances in 

the minority class. Applying the SMOTE algorithm provides a stable result in the overall score of the 

model, however, the correct predictions in the minority class are lower than downsampling the data set. 

Finally, the combination of downsampling and applying the SMOTE algorithm is resulting in a stable 

model. The model is better in predicting more correct instances in the minority class than applying 

SMOTE and is better in the overall performance of the model than downsampling the data set. The 

results are showing that downsampling the data set enhances predictions in the minority class and 

oversampling the data set with the SMOTE algorithm enhances the overall prediction performance. 

After conducting this study, it can be concluded that applying SMOTE, downsampling, or a combination 

of these two methods, in the study of Sakar et al. (2018), does not improve the prediction performance 

of machine learning algorithms. In the scope of processing imbalanced data sets to better train models 

and perform better predictions in the minority class, this study contributes to a new approach of 

combining these sampling methods. As mentioned in section 6.1, further research is required to 

conclude this combination of sampling methods within the use of different machine learning classifiers. 

However, this research is providing a new direction with the combined sampling methods. 
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Appendix A: Variables data set 

Variable  Description  Values Type 

Administrative Visit administrative page continuous Numerical 

Administrative_Duration    Duration at the administrative page continuous Numerical 

Informational Visit informational page continuous Numerical 

Informational_Duration    Duration at the informational page continuous Numerical 

ProductRelated Visit product-related page continuous Numerical 

ProductRelated_Duration     Duration at the product-related page continuous Numerical 

BounceRates Enter and leave from the same page continuous Numerical 

ExitRates The percentage that was the last in the session continuous Numerical 

PageValues Value of page before completing a transaction continuous Numerical 

SpecialDay Closeness to a special day when visiting the site continuous Numerical 

Month The specific month of visit 12 Categorical 

OperatingSystems Visitors operating systems 8 Categorical 

Browser Visitors browsers 13 Categorical 

Region Region of visitors 9 Categorical 

TrafficType From which site the visitors enter the site 20 Categorical 

VisitorType Kind of visitor 3 Categorical 

Weekend If it was a weekend day while visiting 2 Boolean 

Revenue If visitor bought or not 2 Boolean 
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Appendix B: Link data set and algorithms  

 

https://github.com/MustafaBulca/Thesis_DSS.git 

https://github.com/MustafaBulca/Thesis_DSS.git
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