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CHAPTER 1. INTRODUCTION

In contrast to classical economics, behavioral economics accounts for indi-
viduals’ bounded rationality as well as for insights from psychology when
predicting economic behavior. Plenty of empirical evidence suggests that in-
dividuals’ decisions are not solely inspired by self interest as suggested by
the classical concept of homo economicus. Instead, many individuals exhibit
social, or other regarding preferences. They do not only care about their
own material payoffs from social and economic interactions, but they also
care about the payoffs of their interaction partners.

In Chapter 2 of my thesis (joint with Arno Riedl and Jan Potters) I
review experimental research that deals with individuals’ preferences for
(re)distribution. We distinguish between three types of situations. The first
deals with distributional preferences behind a veil of ignorance. Decision
makers do not know their own income position and are thus largely impar-
tial and unaffected by their immediate self-interest. We discuss experiments
and vignette studies that are informative with respect to normative justice
principles in connection with e.g. earned rights and risk taking. In the
second type of situation, individuals make choices in front of the veil of ig-
norance and know their income position. Here we discuss the role of stake
sizes, the income generating process and decision power, social identity and
social distance, gender, age, ideology as well as the role of institutions. Fi-
nally, we consider situations in which income is determined by interdepen-
dent rather than individual choices. Individuals make decisions in strategic
settings in which they are mutually dependent. Experiments on risk shar-
ing and insurance as well as on intergenerational transfers are discussed. In
the closing parts of the paper we relate the experimental results to the re-
distribution issues of insurance and pensions. While the reviewed evidence
clearly shows that people share some basic willingness to support redistri-
bution in general, it also points to the limits of this support. We conclude
that the structure and distributional consequences of solidarity-based pen-
sion schemes have to be in line with generally shared fairness norms, as
otherwise, the schemes will lose societal support and open the door to a host
of adverse consequences.

The essential mechanism of any kind of insurance system like pension or
health insurance is the sharing of risks. It diminishes individuals’ vulnera-
bility to probabilistic events that negatively affect their financial situation.
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In the pension context individuals face the risk of outliving their pension
savings; in the health context they are exposed to the risk of getting ill which
results in the need for costly medication. Risk sharing implies that money
is redistributed from the ’lucky’ individuals for whom no undesirable event
occurs to those that are less lucky. The acceptance of the resulting redis-
tributive transfers is crucial for the support and sustainability of risk shar-
ing arrangements. The more risk is shared the more inequalities in incomes
are reduced and the stronger the financial safety net that is provided.

In Chapter 3 of my thesis (joint with Arno Riedl and Jan Potters) I
investigate whether adverse selection hampers the effectiveness of volun-
tary risk sharing and how differences in risk profiles affect adverse selec-
tion. To this end, we experimentally investigate individuals’ willingness to
share risks with others. Across treatments we vary how risk profiles differ
between individuals. Four treatments are implemented that differ with re-
spect to stochastic dominance among individuals’ risks. In the benchmark
treatment risks are identical whereas in the other treatments risk hetero-
geneity is implemented. All treatments can be ranked with respect to the
likelihood of adverse selection occurring. We find strong evidence for ad-
verse selection if individuals’ risk profiles can be ranked according to first-
order stochastic dominance and only little evidence for adverse selection if
risk profiles can only be ranked according to mean-preserving spreads. We
observe the same pattern also for anticipated adverse selection. These re-
sults suggest that the degree to which adverse selection erodes voluntary
risk sharing arrangements, and thus redistribution between individuals,
crucially depends on the form of risk heterogeneity.

The extent to which individuals are willing to engage in risk sharing may
not only depend on individuals’ relative risk exposure, but also on how the
risk exposure came about.

In Chapter 4 of my thesis (joint with Elena Cettolin) I investigate the
role that responsibility for risk exposure plays in a risk sharing context. We
hypothesize that when people are responsible for the type of risk they face,
individuals’ willingness to share risk is low due to dampened redistribu-
tion motives, and investigate this conjecture with a laboratory experiment.
Responsibility is created by allowing participants to choose between two dif-
ferent risky lotteries before they decide how much risk they share with a
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CHAPTER 1. INTRODUCTION

randomly matched partner. Risk sharing is then compared to a treatment
where risk exposure is randomly assigned. We find that average risk shar-
ing does not depend on whether individuals can control their risk exposure.
However, we observe that when individuals are responsible for their risk
exposure, risk sharing decisions are systematically conditioned on the risk
exposure of the sharing partner, whereas this is not the case when risk expo-
sure is random. In particular, when risk exposure is deliberate individuals
are less willing to share risk with high risk takers as compared to low risk
takers.

Another context in which distributional preferences may interact with pre-
ceding decisions of the interaction partner is that of principal agent relation-
ships. The principals’ outcomes typically depend on the agents’ effort provi-
sion. Providing effort, however, comes at a cost for the agent such that his
payoff maximization is not in line with the principal’s interest. The princi-
pal thus has an incentive to control the agent in order to enforce a minimum
effort provision.

In Chapter 5 I investigate how agents’ effort provision is affected by the
imposition of control. To this end, I implement a principal agent game with
two principals. Before the agent decides how much effort to provide (how
many points to distribute) to each principal, a ’controller’ can decide to im-
pose a minimum effort requirement for only one of the principals. I compare
agent’s behavioral reaction to two types of control. The first type is internal,
implying that the principal for whom control takes effect is the controller.
The second type is external, implying that an individual whose earnings are
unrelated to the agent’s effort makes the control decision. When the prin-
cipal himself is the controller I find that a considerable fraction of agents
reduce their effort provision towards him when controlled as compared to
when there is no control. The unconstrained effort provided to the second
principal, however, is not systematically affected by the control decision. The
average amount of effort provided does not depend on the controller’s con-
trol decision. In contrast to the case of internal control, the fraction of agents
reacting negatively to control is negligible when the controller is external.
In that case effort provision is significantly higher towards both principals
when there is control as compared to when there is no control. The results
show that control only has detrimental effects if the controller is the princi-
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pal who profits (suffers) from high (low) effort provision of the agent. This
suggests that in the aggregate, control can be effective in enforcing high
effort provision, if an external third party, like e.g. the government or a con-
sultancy, makes the control decision.
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Chapter 2

Preferences for
Redistribution and Pensions.
What Can We Learn from
Experiments?*

*This chapter is joint work with Jan Potters and Arno Riedl and has been published in
the Journal of Pension Economics and Finance (doi:10.1017/S1474747212000388).
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CHAPTER 2. PREFERENCES FOR REDISTRIBUTION AND PENSIONS

2.1 Introduction

’A collective pension is always solidarity’, according to an advertisement of
the world’s biggest pension fund (APB). Obviously, the pension fund believes
that people value solidarity positively. Broadly speaking, solidarity refers to
’a positive sense of shared fate between individuals or groups. That is, a sit-
uation where social relationships center on the stronger helping the weaker
or on promoting the communal interest’ (Van der Lecq and Steenbeek, 2007,
p. 4). In the domain of pensions, solidarity can take place at different lev-
els. A distinction can be made between risk solidarity, subsidizing solidarity
and income solidarity. Risk solidarity is a consequence of risk sharing, and it
implies that ex post the lucky support the unlucky. Subsidizing solidarity in-
volves ex-ante value transfers from one group to another - as is the case, for
example, when longevity risk is expected to be larger for one group (women)
than for another (men). Income solidarity usually implies that income is re-
distributed from the rich to the poor - as is the case, for instance, for old-age
social security (AOW) in the Netherlands where contributions are income-
dependent, while benefits are not. Whatever its form, however, solidarity is
always about redistribution (Centraal Planbureau, 2000).

An important question is whether and why people support the redistri-
bution embodied in collective pension schemes. Some forms of support may
be rooted in self-interest, such as redistribution resulting from risk solidar-
ity, which is mutually advantageous when people are risk averse. Redistri-
bution due to subsidizing- and income solidarity is advantageous for those
on the receiving end. Hence, self-interest can explain these forms of redistri-
bution, if one assumes that the groups who receive have the political power
to pursue their interests at the expense of those who pay. Apart from the
fact that this is a tenuous assumption, indeed, an attempt to explain redis-
tribution merely on the basis of self-interest is too restricted a perspective.
One should not rule out the possibility that many people do in fact have so-
cial preferences - that is, a genuine concern for the welfare of others and a
preference for a just and fair distribution of incomes and risks. Increasing
numbers of economists (or ’even economists’, one could say) believe this to be
the case. This belief is at least partly based on experimental evidence that
has been collected in the last two decades or so.
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This paper reviews the experimental literature on social preferences,
and discusses the implications for redistribution and pensions. We should
mention, however, that few experimental studies directly address solidar-
ity with regard to pension schemes. For example, several studies deal with
plain distribution and redistribution, but few of them focus on such issues
as subsidizing solidarity in risk sharing or solidarity across the generations.
Still, we believe that the results from this literature can add some empirical
evidence to pension reform discussions, which are all too often based on mere
speculation about what people really prefer. Moreover, preferences regard-
ing redistribution are important not only for debates about pensions but also
for fiscal policy and the welfare state, including health care, unemployment
insurance, disability insurance and poverty alleviation.

The remainder of the paper is organized as follows. Section 2.2 provides
a brief introduction to the methodology of experimental economics. Section
2.3 is the main body of the paper, providing an extensive review of the exper-
imental literature that deals with social preferences and redistribution. Sec-
tion 2.4 gives a summary and our interpretation of the main results. Section
2.5 outlines the important missing elements in the experimental literature
with respect to issues of pension solidarity. Finally, Section 2.6 concludes
and presents the main implications.

2.2 The method of experimental economics

In an economic experiment, human subjects make decisions in a controlled
environment. The typical procedure is that participants (usually students)
are invited to an experimental laboratory where they receive instructions
that provide details about the rules in the experiment. Specifically, they
explain how one’s earnings will be affected by own decisions and, possibly,
by decisions of other subjects and chance. To ensure proper understanding
of the rules and incentives, comprehension questions are asked and often a
practice round is run. At the end of the experiment subjects are paid out
their earnings confidentially in cash.

The key issue of any experiment is control. That is the experimenter has
full control over the decision environment and can change environmental
variables in a controlled way that suits the research question. Experiments
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CHAPTER 2. PREFERENCES FOR REDISTRIBUTION AND PENSIONS

are used for a variety of research purposes. One prominent use is testing
the predictions of economic models which are by their nature an abstraction
of the complexities of reality. In an experiment, in contrast to a field setting,
the theoretical model and the actual decision environment can be brought
close together. The data of the experiment can thus provide a clean test of
the economic model. This is what is sometimes called ’testing a theory on
its own domain’. A related advantage is that one variable can be changed
at a time which is particularly important if one wants to make causal infer-
ences. Experiments can also be used for ‘testbedding’. Just as scale models
of airplanes are tested in a wind tunnel, one can implement different poli-
cies and institutions in a controlled setting and compare their performance.
Experiments have been used, for example, to evaluate different tax systems
(see, e.g., Riedl and Van Winden, 2007, Riedl and van Winden, 2012) and
various auction designs (for a recent overview of policy-related experiments,
see Normann and Ricciuti, 2009). Another important reason for using ex-
periments is that they make it possible to explore and measure behavioural
parameters such as risk attitudes, discount rates, probability weighting, or
predictive abilities in an incentive-compatible way.

This paper is concerned with social preferences, which are broadly de-
fined as the manner and degree to which people care about the well-being of
others and about the aggregate outcome. An important feature of economic
experiments is that participants can earn money, and that the money they
earn depends on their decisions (which is - next to the ’no deception’ rule -
one of key differences with most experiments in psychology). This ensures
that subjects are motivated to think about their decisions carefully and to
make decisions that reflect their true preferences. This is particularly im-
portant for studies of social preferences and pro-social behaviour, because
in surveys people may be tempted to give socially desirable answers. In an
experiment, however, such social responses have material consequences. In
other words, participants are forced to put their money where their mouth
is.

An important question is whether experimental results can be general-
ized. There are two issues related to this question: The concern that labo-
ratory experiments are too simple relative to the environment of interest in
the outside world (environmental validity) and the concern that the chosen
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subjects are not representative (population validity). With regard to the first
concern, it is important to realize that the main purpose of an experiment
- just like in a theoretical model - is to identify the essential environmental
variables for the research question at hand. General theoretical principles
(self-interest, rationality, maximization and equilibrium) can be and often
are tested with rather abstract experimental designs, whereas in the case of
test-bed experiments, more effort is made to minimize the distance between
the experimental design and the specific environment of interest. Moreover,
experiments are ideally suited to gradually increase the complexity of the
environment (principle of decreasing abstraction). This makes it possible
to trace precisely which factor is responsible for a particular change in the
observed outcomes.

The second issue of external validity is the choice of experimental sub-
jects. University students are often used as subjects because they are eas-
ily available and have relatively low opportunity costs. But the question is
whether their behaviour is indicative of that of ’real people’. To investigate
this question, researchers have carried out a number of selective replica-
tions of experiments using the relevant subjects as participants (the general
population, voters, employees and managers, for example). Even though
some differences are found, the results of these studies indicate that the
general patterns of behavior of ’real people’ usually correspond remarkably
well with those found with student subjects (Fréchette, 2011). Having said
that, it must surely be acknowledged that the experimental method, like
any method, has its limitations. Experiments are no panacea, but a valu-
able supplementary source of information. Generally, one can say that ex-
perimental results are most convincing when they are accompanied by the-
oretical insights and observations from the field.

2.3 Experiments on income distribution and redis-
tribution

In the experimental literature on ‘other-regarding’ preferences, three differ-
ent kinds of settings (designs) can be distinguished. Inspired by Harsanyi
(1955) and Rawls (1971), the first setting asks individuals to make decisions
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CHAPTER 2. PREFERENCES FOR REDISTRIBUTION AND PENSIONS

behind a veil of ignorance: this prevents them from knowing their own in-
come position or even their own abilities. The goal is to assess the principles
of distributive justice that people uphold when they are largely impartial to
the outcome and not affected by their immediate self-interest. These experi-
ments are discussed in Section 2.3.1. In the second setting, individuals make
choices in front of the veil of ignorance: thus, they know whether they occupy
a relatively advantaged or disadvantaged position. As a consequence, distri-
butional preferences will be affected by self-interest. As we see, however,
for many people self-interest is not the only guide for their decisions. These
experiments are discussed in Section 2.3.2. Finally, in Section 2.3.3 we re-
view experiments in which individuals make decisions in strategic settings.
The key feature here is that individuals interact with each other and are
mutually dependent. An important question is whether people are willing
and able to cooperate when there is tension between individual interest and
collective interest.

2.3.1 Preferences regarding income distributions: behind a
veil of ignorance

This section reviews experiments investigating the principles of distributive
justice to which people adhere. What preferences do individuals have con-
cerning income distributions when they are not biased by self-interest? This
matters, because policies that are aligned with generally shared principles
are likely to be accepted more easily than those that are opposed to them.
Principles of justice are hard to assess in the field, for the simple reason that
every individual knows his or her position in society (age, gender, skill and
social background). In particular, people know their position in the income
distribution, and can by and large predict their absolute and relative future
income, including the risks they face. This means that notions of justice that
are expressed by people will unavoidably be coloured by self-interest. How-
ever, ’objective’ justice principles should relate to a situation in which people
do not (yet) know their actual position, or, alternatively, a situation in which
they are impartial to the outcome.

13



Experiments investigating principles of justice

One of the first such experimental studies was conducted by Frohlich et al.
(1987), followed up by Frohlich and Oppenheimer (1990). Their experiments
were carried out with the aim to implement the original position (i.e., be-
hind the veil of ignorance) in the laboratory. In these experiments, students
formed small societies in which they had to make ex-ante decisions about
the different distributive rules to be implemented in the society that they
were going to be part of, without knowing what their ex-post absolute and
relative income position in this society would be. Specifically, in the exper-
iment of Frohlich et al. (1987), the participants had to discuss and unan-
imously choose one of four distributive principles that would be actually
implemented after the determination and announcement of each subject’s
income position in the society. The four investigated distributive principles
were as follows: the principle of maximizing the well-being of the worst-off
(Rawls, 1971), the principle of maximizing average well-being (utilitarian),
and two constrained forms of maximizing average well-being. When decid-
ing on the distributive principle, participants knew that afterwards they
would be randomly allocated to an income class and would earn an amount
that depended on that income class and the chosen distributive principle.
The main result was that, as a rule, virtually all participants chose a princi-
ple that maximized average income with some lower bound on the minimum
income that the (ex-post) worst-off participant would receive. Hence, there
was a preference for a utilitarian society with some safety net, where the
choice of a safety net could be ascribed to risk aversion of the participants.
In the follow-up study, Frohlich and Oppenheimer extended that set-up to
economies with production, and found qualitatively similar results.

Herne and Suojanen (2004) investigate the behaviour of participants for
two different original positions: first, the Rawlsian original position behind
the veil of ignorance, and second, the Scanlonian original position, which
consists of negotiating parties that have full knowledge of their personal
characteristics as well as economic and social circumstances, equal bargain-
ing power, and a desire to reach agreement that no one could reasonably
reject. Interestingly, the authors found that the Rawlsian outcome was im-
plemented much more often when there was no veil of ignorance (60%) than
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when there was (14%). In line with earlier results, however, the most popu-
lar distributive principle (62%) behind a veil of ignorance was a utilitarian
allocation with a constraint guaranteeing some minimum income for the
worst-off.

Distribution choices by a benevolent dictator - vignette studies

Besides implementing the original position, a different way to generate im-
partiality is to ask participants to make choices that affect others but not
themselves. Hence, participants make choices as an impartial referee or - as
it is sometimes called - a benevolent dictator. An early example is the study
of Yaari and Bar-Hillel (1984). Student respondents are confronted with dif-
ferent scenarios of how to distribute a bundle of commodities in a simple
exchange economy. Such surveys are sometimes called vignette studies, and
often do not involve monetary stakes (and in this sense are not economic
experiments). Still, they can generate valuable insights. One of the main
interests in this study was under what circumstances a departure from the
equal division will occur, which is a very natural and widely accepted justice
norm in situations where the engaged agents are symmetric in all relevant
aspects. The authors argue that a departure from equal division requires
a justification. Accordingly, the investigated scenarios are asymmetric with
respect to needs or tastes. Subjects are asked how they would allocate 12
grapefruits (x1) and 12 avocados (x2) over Jones and Smith, when Jones’
utility function is uJ = 100x1 while that of Smith is uS = 20x1 +20x2. In the
scenario in which the utility functions describe the nutritional needs of the
individuals, the majority of the subjects prefer the allocation (4, 0) for Jones
and (8, 12) for Smith, yielding equal utilities. However, in the scenario in
which the utility functions reflect tastes (liking and disliking), the answers
are mostly in favour of (12, 0) for Jones and (0, 12) for Smith.

A main finding of this research is that differences in needs weigh much
heavier than differences in tastes do as an argument to depart from the
equal division. Specifically, in cases of asymmetry in needs, the Rawlsian
criterion of maximizing the well-being of the worst-off is chosen most often,
whereas in cases of asymmetry in tastes the utilitarian principle of maxi-
mization of the sum (or average) of individual utilities is the most popular
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choice of the uninvolved student respondents.
Subsequent research using the vignette technique for eliciting principles

of distributive justice has introduced production into the environment.
Schokkaert and Overlaet (1989) compare two scenarios: one in which pro-
duction depends on effort, and one in which production depends on abilities.
They find that ’differences [in effort] completely overrule all other reasons
for income differences’ (p. 31). Effort differences are seen as morally more
just arguments for income differences than are differences in innate abili-
ties. Schokkaert and Capeau (1991) replicate this finding with respondents
from the Flemish working population.

Konow (1996) takes up these results and formulates a theory of fairness,
which tries to characterize the fairness values people share and to isolate
these values from situation-specific contexts. Specifically, the author pro-
poses what he calls the Accountability Principle as a general rule of fairness.
This principle basically says that a person’s fair share should vary with the
variables he or she can control (e.g. work effort) - but not with variables that
he or she cannot control (e.g. genetic differences). Konow (1996) validates
his theory with telephone interviews and written responses to hypothetical
scenarios that systematically vary controllable and non-controllable vari-
ables. Faravelli (2007) investigates whether support for certain principles of
distributive justice (egalitarianism, Rawlsian maximin, utilitarianism and
utilitarianism with a floor constraint) varies with the responsibility that in-
dividuals bear for the produced outcome. One context was neutral ; in a
second context, one individual produced less because of a physical handi-
cap; in a third context, the individual produced less because of little effort.
The fairness judgements clearly varied with the context. The less produc-
tive individual is relatively favoured (i.e., the maximin principle is chosen)
if he or she has a handicap, but is relatively disfavoured (i.e., the utilitarian
principle is chosen) if he or she is lazy.

Distributional choices by a benevolent dictator - experimental eco-
nomic studies

Undoubtedly, important insights can be gained from vignette studies. How-
ever, these studies are plagued by the fact that there is no guarantee that
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respondents indeed report their true preferences, because neither their own
money nor that of others is at stake. For example, there is no guarantee
that respondents take the task seriously or that they do not give socially de-
sirable responses. For these reasons, researchers began using experiments
with real monetary incentives.

In many of these experiments, variations of the so-called dictator game
(DG) are implemented (for overviews and interpretations, see Camerer, 2003;
List, 2007; Bardsley, 2008). We briefly introduce this game here. In its classi-
cal form, the DG is a two-player game in which one of the players is assigned
the role of the proposer (the ’dictator’), and the other player is the receiver.
The proposer is given a certain money endowment E (e.g., 10 euros), and
decides which fraction s of the endowment he or she wants to give to the re-
ceiver. The latter has only a passive role; he or she can only accept the gift.
At the end of the game, the proposer earns (1− s)E, and the receiver earns
sE. In the classic set-up, anonymity is preserved so that neither knows the
identity of the other, and the game is played only once so that strategic con-
siderations such as reciprocity do not play a role.

Konow (2000) adopted the standard DG and introduced the third-party
DG. The experiment consists of two stages. In stage 1, all participants indi-
vidually generate earnings in a real-effort task (preparing letters for mail-
ing). Thereafter, participants are matched in pairs, and the sum of their
earnings is credited to a joint account of the pair. In the second stage in
one treatment (’standard dictator’), one subject of the pair is chosen to dis-
tribute the earned money between herself and her matched partner; in an-
other treatment (’benevolent dictator’), a third party is chosen for this task.
Importantly, the benevolent dictator’s earning is independent of the alloca-
tion she implements. These two variations of the DG allow Konow (2000)
to disentangle ’true’ distributive justice principles (as expressed by the un-
involved benevolent dictator) from justice ideas that are intermingled with
self-interest (as exhibited by the involved dictator). In a second treatment
variation, Konow (2000) tests whether the support for the Accountability
Principle, as observed in survey studies, carries over to situations in which
real money is at stake. This is achieved by conducting two different ver-
sions of the first stage that differ in the way in which the real-effort task
was rewarded. In the ’discretionary difference’ treatment, each prepared
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letter earned the same amount of money - and any differences in individual
earnings came about through individual differences in productivity in let-
ter preparation. In the ’exogenous difference’ treatment, participants were
given enough time such that everybody could produce the same number of
letters. Differences in earning were generated by randomly assigning differ-
ent per-letter rewards to the two players.

The reported results clearly support the accountability principle, and
also show that allocation decisions when own stakes are involved are indeed
strongly influenced by self-regarding concerns. More specifically, in the dis-
cretionary difference treatments, benevolent dictators almost always allo-
cate the pair’s joint earnings in proportion to the individuals’ contribution in
the real-effort task. In stark contrast, in the exogenous productivity differ-
ence treatment, benevolent dictators allocate the pair’s joint earnings 50/50
- independent of the differences in individual earnings. In fact, almost 90%
of the benevolent dictators allocated exactly equal shares. Standard dicta-
tors also take the accountability principle into account, and show a tendency
to allocate joint earnings in proportion to individual earnings. However, the
application of the principle is somewhat biased toward the self-interest of
the dictator. Basically, all deviations from proportional allocations are in the
direction favouring the dictator - and although allocations are significantly
related to the discretionary input of the recipient, recipients receive only 30
cents more for every 100 cents more they contribute to the joint earnings.
In the exogenous differences treatment, standard dictators allocate 50% or
less to the recipient - and when they allocate in proportion to the arbitrary
per-letter rewards, they do this when it favors them, indicating the effect of
material self-interest.

Dickinson and Tiefenthaler (2002) used a similar third-party dictator
experimental design to investigate the difference of fairness conceptions
when dealing with allocations (inputs) or with outcomes (outputs). Whereas
Konow (2000) implicitly induced a utility function that is linear in money
and the same for everybody, these authors induce non-linear utility in money
income that differs across participants. An important consequence of this
variation is that equal allocations do not translate to equal money earnings.
Similar to the Konow (2000) study, recipient-participants in one treatment
earned their rights, while in another one this was not the case. On aggre-
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gate, about 54% of benevolent dictators chose an allocation that equalizes
the outcomes - whereas only about 4% chose an allocation with equal in-
puts (and unequal outputs). In addition, about 11% chose an allocation that
maximized the joint outcome but led to unequal individual outcomes. When
comparing the no-earned rights with the earned-rights treatment, Dickin-
son and Tiefenthaler observed a significant shift away from equal outcomes.
While in the former case about 62% of all uninvolved dictators chose alloca-
tions that equalize outcomes, this percentage dropped to about 46% in the
latter case. Hence, also in a non-linear (and therefore more complex) envi-
ronment, equality of outcomes and the accountability principle seem to be
important. An interesting side result of this study is that women seem to
be less sensitive to the introduction of earned rights than men. Specifically,
in the earned-rights treatment, 58% of women chose allocations equalizing
outcomes (compared to only 35% of the male participants).

In a particularly rich study, Durante and Putterman (2009) investigate
how the level of redistributive taxation set by a dictator depends on whether
or not the dictator is personally affected by the tax. The results indicate that
most dictators favour a more equal income distribution, especially when the
pre-tax income distribution is based on luck rather than ability. However,
when dictators are personally affected, the tax level they choose is strongly
biased toward their self-interest. They choose a higher (lower) tax when
they expect to be relatively poor (rich), and this effect is stronger when the
income distribution is certain rather than when it is uncertain. Shayo and
Harel (2012) report a related result. They find that subjects are more likely
to vote for an allocation which is biased in their own favour and less likely
to vote for an equitable allocation if it is more likely that their vote will be
pivotal. Hence, choices seem to coincide less with those of a impartial third
party when it is more likely that an alternative choice will be to their own
advantage.

In a paper, building upon Konow (2000), Konow et al. (2009) empirically
examine the possible determinants for equity and equality. They specifi-
cally investigate if and how the relative importance of equity and equality
depends on personal characteristics and interpersonal factors. In line with
earlier evidence, the authors find that in impersonal settings participants
strongly favour outcomes consistent with equity (proportionality). This re-
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sult is robust to variations in cultural (Japan and US) and demographic
(age, income, work hours, race and gender) backgrounds of participants. In-
terestingly, however, introducing interpersonal factors and decreasing so-
cial distance has significant effects - in that it leads to shifting allocations
from equity to equality. The authors conclude that social preferences are
constructed by ’morals’ and ’mores’ - where the former refers to the moral
preferences people have when they are in the role of a neutral non-involved
arbitrator, and the latter refers to social preferences activated by personal
considerations.

Distributive justice and earned rights

Redistribution usually does not take place in an idealistic societal vacuum.
When pondering just distributions, people may take into account the fact
that some positions embody some sort of ’right’ or ’claim’. For instance, in
discussions about pension reform, some may perceive that people belonging
to the older generation have the right to receive a certain level of benefits.
Such rights and claims are studied by Gächter and Riedl (2005) and Gächter
and Riedl (2006). Pairs of participants acquire asymmetric monetary claims
through a real-effort task. Thereafter, nature decides whether the claims are
actually paid out or if the parties have to bargain over a smaller pie - where
it is impossible to satisfy both claims simultaneously. The two participants
and the impartial third parties are asked for their judgments regarding the
just division of the reduced pie. Importantly, the claims are economically
sunk. Nevertheless, the vast majority of both participants and third parties
take these claims into account when formulating their judgment regarding
fair distribution. Specifically, the distribution proportional to the acquired
claims figures prominently in the proposed allocations. In addition, some
preference for progressivity is observed, in that the proposed distributions
become relatively more equal with increasing asymmetries in the claims.

Chavanne et al. (2009) utilize third-party dictator experiments to explore
redistribution preferences in the presence of entitlements and inequalities.
Specifically, in their set-up, one of two stakeholders is endowed with money
and a third-party dictator can redistribute any portion of this endowment
to the stakeholder without endowment. Hence, the third party has to ac-
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tively take money away from one person to increase the earnings of another.
The authors investigate how different ways of legitimizing the initial en-
dowment alter the benevolent dictator’s redistribution decision. In one pair
of treatments, the endowed position is either assigned randomly or through
the performance in a test. In another pair of treatments, the amount of
endowment was either determined randomly or acquired by working on a
word search task. The authors find that redistribution takes place - but
that it depends on the way in which the endowed position and the endow-
ment itself are received. Most redistribution takes place when the position
and the endowment are randomly assigned. In this case, third parties (on
average) equalize the earnings of stakeholders. When the endowment posi-
tion or the amount of endowment is earned, only between 35% and 41% are
redistributed to the party without endowment.

Distributive justice in the face of risk and uncertainty

Despite the prevalence of risk and uncertainty that accompany everyday life
and economic activities, most of the surveyed studies on justice principles
utilize a deterministic amount of income. A recent study, Cappelen et al.
(2013), investigates fairness views about risk taking, and examine whether
people’s ideas regarding justice focus mainly on ex-ante opportunities or ex-
post outcomes. The ex-ante view (focusing on initial opportunities) provides
a fairness-based argument for no redistribution of eventual ex-post gains
and losses. In contrast, the ex-post view (focusing on outcomes) provides
a fairness-based rationale for eliminating ex-post inequalities coming from
risky decisions. To experimentally investigate fairness views of risk taking,
the authors implemented a two-stage design. In the first stage, participants
had to choose between risky and safe alternatives. Participants in the sec-
ond stage were paired, and earnings resulting from the first-stage decisions
were pooled. Participants were then informed about choices and outcomes
of the risk-taking stage, and had to distribute the pooled earnings. In ad-
dition, some participants acted as uninvolved third parties (spectators) who
did not participate in the risk-taking task, and were asked to distribute the
pooled income between the two involved parties (stakeholders). The authors
report the following main results: (i) the majority of spectators distribute
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total earnings equally; (ii) however, many participants did not deem it fair
to equalize income when there is a difference in risk taking, but found it fair
if the difference is in luck; (iii) the distribution decisions are independent
of the costs of avoiding risk; and (iv) choices of spectators and stakeholders
seem to reflect the same set of fairness considerations.

Summary

Two methods have been used to measure the moral preferences of individu-
als regarding income differences, while controlling for potential biases cre-
ated by self-interest. One method is to put people behind a veil of ignorance.
Studies show that people have a preference for maximizing the average in-
come in society, subject to a floor constraint. This can interpreted as saying
that people are quite willing to trade off some equality if this is compen-
sated by extra efficiency. The second method consists of having people choose
among income distributions over others as a third party dictator. The results
of these studies suggest that full income equality is the normative ideal, and
that the willingness to deviate from this ideal varies systematically with a
number of elements in the decision environment. A major element is the
reason that lies behind income inequalities. Many people in their role as
third party seem to follow the accountability principle. Income inequalities
that arise from factors beyond a person’s control (luck and disability) should
be repaired, while inequalities that are within a person’s control (effort) are
tolerated. Implementation of the principle, however, also depends on the
context. The more ’social’ the setting and the smaller the social distance, the
higher the relative weight put on equality versus equity (proportionality).
The relative weight on equality is also higher for women than for men.

2.3.2 Preferences regarding income distribution: in front of
the veil ignorance

The previous section focused mainly on distribution games in which the allo-
cator is not involved - in the sense that own earnings are not at stake when
making the distribution decision. However, in most circumstances people
know their positions, and it is thus likely that some tension exists between
self-serving and social preferences. An influential early study in psychology
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investigating such a situation is Loewenstein et al. (1989). They used the
vignette method for eliciting the weight people put on their own income rel-
ative to the income of others. The authors implemented different scenarios
where subjects had to imagine themselves of being one of two disputants.
Subjects were then confronted with different dispute outcomes allocating
more or less money to one of the two disputants and had to indicate their
satisfaction with the proposed outcome on an 11-point Likert scale. The au-
thors found that subjects showed dissatisfaction when they were behind the
other disputant as well as when they were in an advantageous position. This
study and its results can be seen as an important source of inspiration for
experimental studies in economics as well as the development of social and
other-regarding preferences models in economics (Fehr and Schmidt, 1999;
Bolton and Ockenfels, 2000).

In situations where decisions affect the decision makers as well as other
persons well-being, economic experiments offer a tool with which one can in-
vestigate the effect of different institutional environments in an incentivized
and a controlled way. Many experimental setups build on the standard DG,
as described in the previous section.

The standard DG was first implemented by Forsythe et al. (1994). They
find that dictators on average decide to give about 1 of their 5 endowment
to the receiver. Dozens of replications indicate that this is representative
for the outcome of DGs (see Camerer, 2003). Typically, more than 60% of
the subjects in the role of the allocator choose a positive transfer and the
mean transfer amounts to approximately 20% of the endowment. At the
same time, dictators’ behaviour is very heterogeneous: there is a substantial
fraction of dictators (about 35%) who give nothing to the receiver; another
large fraction (25%) gives the receiver an equal share, while the rest of the
dictators give amounts somewhere between these extremes.

The influence of the size of the stakes

One variation of the DG was introduced to examine if it matters whether
the monetary stakes are real or hypothetical. Forsythe et al. (1994) compare
dictator decisions for pie sizes of $5 in two treatments. In one, the DG was
played with real monetary stakes; in the other, the stakes were merely hy-
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pothetical. They find that the hypothetical decisions were more generous
than the real ones, and reject the hypothesis that the distributions of pro-
posals are the same in both treatments. Sefton (1992) and Krawczyk and
Le Lec (2008) find similar results. The latter conclude, ’sharing equally in
dictator game-like situations may be a socially-desirable norm of behaviour,
which however is quite easily overridden when (sufficient) monetary incen-
tives come into play’.

Is giving behaviour sensitive to the size of the pie to be distributed? Com-
paring two treatments capturing non-hypothetical decisions, with stakes of
US$5 and US$10, Forsythe et al. (1994) find no significant effect on giving
behaviour. However, the difference in pie sizes is only US$5. Carpenter et al.
(2005) implement a larger difference of $90. They find that increasing the
stakes from $10 to $100 has no statistically significant effect on behaviour
in the DG. Similarly, List and Cherry (2008) find no significant difference
between allocations comparing a DG with stakes of 20 and 100. Hence, it
seems that the results from DGs are not an artefact of the relatively small
stakes involved.

The process that generates income and decision power

Do distributional preferences depend on whether the initial endowments are
earned or not, and do they depend on whether the role of the dictator is
earned or randomly assigned?

Hoffman et al. (1994) report an experiment in which subjects could earn
being in the advantage role of the dictator. Subjects first took part in a gen-
eral knowledge quiz where those with the best performance were assigned
the role of the dictator. The receivers in this contest-entitlement treatment
ended up with a much lower payoff than those in the control treatment
where the roles were allocated randomly as in the standard DG. Subjects
among the top performers in the knowledge quiz seemingly felt they had
earned their position and thus a property right over their initial endowment.

Jakiela (2009) reports the results of a comparison between a standard
DG and the ’taking game’, where the dictator’s partner holds the whole en-
dowment in the beginning. She finds that dictators allocate themselves a
larger share when they themselves are endowed, with the endowment being
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determined by luck, than when their partner is endowed with the money
and reallocation means to actively take money away. In an additional set of
treatments, the standard DG was preceded by a piece-rate effort task (sort-
ing dried beans out of a bucket) that determined the subjects’ endowments.
The author finds that subjects allocate more to themselves when they earn
their endowment compared to when they win it. Similarly, Oxoby and Sprag-
gon (2008) report that in the standard DG dictators allocate on average 20%
to the receivers, whereas when the dictator had earned the wealth, transfers
were close to zero. On the other hand, if the receiver had earned the wealth,
dictators sometimes even gave more than 50% of the pie to the receiver. This
suggests that legitimizing of assets creates property rights that participants
tend to respect, regardless of whether the powerful or the powerless accu-
mulate these rights (see also Ruffle, 1998; List, 2007; Krawczyk and Le Lec,
2008; List and Cherry, 2008; Durante and Putterman, 2009).

Is the earnings-based notion of justice as distinctive, if high productivity
is mainly due to pure talent than if it is due to the effort that is put into pro-
duction? The experiment reported in Cappelen et al. (2007) is informative
with respect to that question. As in the experiments reviewed above, the dis-
tribution phase is preceded by a production phase where subjects are asked
to choose how much of their endowment to invest in two different games. An
exogenously given rate of return determines each player’s eventual contri-
bution - those with a high rate of return would quadruple their effort invest-
ment, whereas those with a low rate of return would merely double it. In the
distribution phase, subjects are paired with players differing with respect to
their rate of return for the two games, are informed about the opponent’s
investment, rate of return and the total contribution. They are then asked
to decide about how to distribute the total income like in a conventional DG
game. The results show that many participants distinguish between factors
that are within subject’s control (investment/effort) and those that are exoge-
nous (rate of return/talent) in the sense that they only perceive inequalities
due to factors within individual control as justifiable.
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Social identity and social distance

Other factors that are found to affect distributional preferences are social
identity and social distance. Hoffman et al. (1994) employed a so-called
double-blind procedure that guaranteed complete anonymity, in the sense
that neither the experimenter nor the other subjects could observe a sub-
ject’s decision and payoff. The authors find that under such a strict anonymity
setting, a majority of dictators (64%) give nothing to the receiver, while in
Forsythe et al. (1994) only 36% give nothing (see also Hoffman et al., 1996).

Charness and Gneezy (2008) examine the opposite effect of decreasing
social distance on giving behaviour in a DG by comparing behaviour in the
classic DG approach with a treatment in which participants knew the family
name of the subject they were matched with. When the names were known,
dictators were significantly more generous and allocated a higher portion
to the receiver (see also Johannesson and Persson, 2000). Recently, Leider
et al. (2009), D’Excelle and Riedl (2010) and Goeree et al. (2010) investigated
dictator giving behaviour in real existing social networks of Harvard under-
graduates, female high school students and household heads of a village in
rural Nicaragua, respectively. The authors mapped the friendship network
as well as other social and economic links (D’Excelle and Riedl, 2010), which
makes it possible to calculate the social distance between any two people in
the network. Thereafter, people in the investigated networks participated in
a series of DGs, with some being dictators and others receivers. In all three
studies, dictator giving significantly decreased with larger social distances.

Klor and Shayo (2010) study the effects of social identity (group member-
ship) on voting over redistribution. Subjects were divided into two groups ac-
cording to their field of study. They were randomly assigned different income
levels and were informed about their own income, the overall mean income
and the mean income of each group. Thereafter, they voted anonymously
over a redistributive tax regime that was determined by majority rule. The
tax revenue would then be equally distributed among all subjects. This pro-
cedure was repeated 40 times without giving subjects information about the
effective tax rate and their individual payoff after each round. Comparing
subject’s behaviour to a treatment in which subjects did not know about the
group assignment, the authors find that identification with a group indeed
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affects redistribution preferences. More than a third of the subjects (most of
them facing a cost of opting for the well-being of their group that was not too
high) did not maximize their payoff, but chose the tax rate that was best for
the average member of their group. The authors can exclude other motives,
e.g. efficiency concerns or inequality aversion as being accountable for the
observed behavioural differences.

Gender, age and ideology

As mentioned before, there is a substantial degree of heterogeneity in social
preferences and some observable individual characteristics seem to differen-
tiate those who give more from those who give less. Several papers allude
to the relationship of gender and giving behaviour (for a recent survey, see
Croson and Gneezy, 2009). Eckel and Grossman (1998) report the results
of a double-blind DG. They find that women are more generous than men:
on average, men give half of what women give to their anonymous partner.
Bolton and Katok (1995), in contrast, find no gender difference when inves-
tigating dictator’s choices applying only subject-subject anonymity. Cox and
Deck (2006) compare behaviour across genders in allocation decisions and
conclude that behavioural differences between men and women are context
dependent. Women tend to be more generous than men when social dis-
tance is low (social separation between the subject and all other people who
are present for the experiment), monetary cost of generosity is low (forgone
amount of money when subject chooses a generous action), and when there
is an absence of reciprocal motivation (as in the DG).

Apart from the effect of gender, Bellemare et al. (2008) find that older
people have a stronger preference for income equality than younger people
(< 35 years).

Perhaps unsurprisingly, ideological orientations are also strongly related
to redistribution preferences. Esarey et al. (2009) find that survey measures
of individuals’ economic ideologies can predict their preferences for redistri-
bution programs that combine income equalization and social insurance. In
the first stage of their experiment, an individual production task determined
each subject’s endowment. In the second stage, each individual within one
treatment faced the same probability of losing 80% of the endowment. Sub-
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jects were asked to vote on an income redistribution plan, a tax rate between
0 and 100%, which would be deduced from their incomes before the potential
occurrence of the random shock, where the median of the choices became
the effective tax rate for the following periods. The tax revenue would then
be equally distributed among all subjects. More economically liberal sub-
jects (as assessed with a questionnaire) voted for higher tax rates than the
more economically conservative ones - however, only in the treatment with
a moderate risk of a random shock. The authors interpret this as liberals
acting in accordance with the idea that individuals should be protected from
bad luck, while conservatives act in accordance with the idea that bad luck is
’something to be suffered and good luck [...] something to be enjoyed’ (Esarey
et al., 2009, p. 5).

The role of institutions : markets and politics

In most of the experiments reviewed above, the decision maker (dictator)
has absolute power over the income distribution. The advantage of such a
setup is that it gives a very clear and direct view on people’s social prefer-
ences. In reality, of course, distributional outcomes take shape in a much
richer institutional context, which may constrain or facilitate the intensity
of revealed social preferences.

Experiments have shown, for example, that market competition can be
an important check on the role of distributional preferences (Fehr and Schmidt,
1999). Even if all players on one side of a market prefer an equitable out-
come, the competition between them might still lead to quite an unequal
result. The reason is that an individual player has no control over the out-
come, and that coordination is usually difficult to achieve. Interestingly, the
reverse may also be true. In some important circumstances the presence of
social preferences can nullify the impact of competition on market outcomes
(Fehr and Falk, 1999). For instance, wage cuts are rarely observed even in
times of high unemployment, because managers fear that employees may
respond with less effort and more on-the-job consumption.

Also political institutions may interact in intricate ways with distribu-
tional preferences, as some experimental studies have shown. Tyran and
Sausgruber (2006) experimentally study the effect of voting on redistribu-

28



CHAPTER 2. PREFERENCES FOR REDISTRIBUTION AND PENSIONS

tion. They artificially create poor, middle class and rich subjects by giving
them different initial endowments. While classical theory assuming nar-
row self-interest predicts that only the poor would vote for redistribution,
the authors find that, next to the poor, also 70% of the middle class and
even one-third of the rich voted for redistribution from the rich to the poor.
Cabrales et al. (2006) find a seemingly opposite result, namely that majority
voting does not lead to redistribution. An important difference with the pre-
vious study, however, is that differences in income are not just random and
exogenous, but are partly endogenous and determined by the costly effort
individuals exert. Clearly, this reduces the willingness of the rich to vote for
redistribution. In a related study Höchtl et al. (2012) show that the struc-
ture of income classes is decisive for the relevance of fairness preferences
for majority voting on redistribution. The relative size of the classes (poor
versus rich) and which of the two is in majority determines whether fair-
minded voters are pivotal, which in turn affects redistribution outcomes. It
is found that a given level of fairness concerns matters for the aggregate
outcome when the majority is rich, whereas redistribution outcomes seem to
be motivated by selfish-interest when the majority is poor.

Two other studies experimentally investigate the interaction between
political institutions and social preferences. Messer et al. (2010) study the
provision of public goods via public referenda. They find that individuals’
preferences for social efficiency lead to deviations from the selfish voting
outcome in the direction of a higher likelihood of implementation of welfare
increasing outcomes. Paetzel et al. (2012) investigate how social preferences
affect voting for a reform that increases total income but at the same time
also increases inequality among voters. They find that a considerable share
of voters among ’reform losers’ vote for the good of society rather than their
own pocketbook. These voters outweigh the share of ’reform winners’ with a
preference for equality, so that in the aggregate voting outcomes tend to be
in favour of the reform.

2.3.3 Strategic interaction and redistribution

Often, redistribution also involves a strategic element. When the decision
about sharing risks is made before uncertainty about the individual out-
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comes is resolved, individuals may beforehand agree that the lucky should
support the unlucky. When the risk has materialized, however, the lucky
may have an incentive to reconsider the agreement. Therefore, in the ab-
sence of enforceable contracts, voluntary risk sharing is akin to a social
dilemma. It is in the players’ joint interest that everyone cooperates and
sticks to the agreement, but individual players may have an incentive to
defect and renegotiate. Several experiments have examined how people re-
solve the conflict between joint interest and self-interest. Are people willing
to cooperate, to share risks, or do they take a ‘free ride’ whenever they can?
Which factors determine whether a cooperative outcome is attainable? What
does this tell us about people’s social preferences?

Risk sharing and insurance games

Selten and Ockenfels (1998) introduced the so-called Solidarity Game, which
offers a basic set-up for investigating redistribution preferences when people
are exposed to risk. Each of three players has a chance of 2/3 to receive an
income of 10 DM, and a chance of 1/3 to receive 0 DM. Before the players
know whether they receive 10 DM or 0 DM, each player is asked how much
he or she is willing to give to a player who receives 0 DM in the event that he
or she receives 10 DM. Thus, subjects can share risks ex-post here, but there
is no strategic element involved since it is a one-shot game. Are the winners
willing to compensate the losers, and how does this depend on the number of
losers? The results indicate that 79% of the winners are willing to transfer
a positive amount to the loser(s). Remarkably, for 50% of the winners the
total amount they were willing to transfer (about 3 DM) did not depend on
whether there were one or two losers. This implies that a single loser would
receive a total transfer of 6 DM (3 DM from each winner), leading to a very
equitable income distribution (7-7-6) - whereas two losers would each receive
only 1.5 DM, leading to a very skewed income distribution (7-1.5-1.5).

Charness and Genicot (2009) experimentally investigate a voluntary risk-
sharing game. In the experiment a subject is matched with another subject
and each is endowed with a fixed income. Additionally, in each period it is
randomly determined which of the two subjects in a pair would get an ex-
tra amount on top. After both outcomes are observed, subjects can choose to
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transfer money to the other subject. This part of the game is similar to a DG.
One difference is that not only the rich but also the poor players can make a
transfer. Additionally, there is a strategic element included since the game
is played repeatedly and subjects stay with their partner for an uncertain
number of periods based on a certain continuation probability after each pe-
riod. After that subjects are matched with a new partner and play the game
again. The game segments vary with respect to whether the fixed incomes
are equal or unequal. Finally, one of the periods is randomly determined
to be relevant for payment. The authors find that subjects do share risks,
with higher transfers coming from subjects who got the extra amount. How-
ever, also the other side often makes a small transfer - the authors speculate
that this might be a signal of intent. They also find evidence for recipro-
cal behaviour in the sense that a subject’s transfer is higher, the higher the
first transfer made by his partner. The more risk-averse subjects are and
the higher the continuation probability, the higher the level of risk sharing.
Inequality in fixed incomes instead leads to a decrease in risk sharing.

Charness and Genicot (2009) investigate risk sharing without commit-
ment, whereas in Barr and Genicot (2008) the level of commitment is var-
ied. The authors conduct a field experiment in Zimbabwe: First subjects
have the choice between six gambles varying in average return and riski-
ness. In round 1 of the experiment subjects play this gamble choice game
individually, the possibility of risk sharing being excluded. Before taking
part in round 2, subjects are invited to form risk sharing groups, implying
that all members of one sharing group would pool the money they won in the
gambles and distribute it equally among all group members. In two of the
treatments, once a subject decides to opt into the collective insurance, there
is still the possibility to opt-out, either in public or private, after a subject’s
personal outcome is observed. However, in a third treatment subjects face
full commitment, so if they decide to join a sharing group this is an effective
decision and they do not have the possibility to change their mind when be-
ing informed about their individual outcome. The authors find that subjects
in the latter treatment are more likely to form risk sharing groups. Only
31% do not join a risk sharing group whereas in the other two treatments
about 60% do not join. Additionally, subjects in the full commitment treat-
ment take more risks in the gamble choice game. On average the groups
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formed in that treatment are larger and include 6.9 people compared with
6.5 in the treatment with private defection and four in that with public de-
fection.

Chaudhuri et al. (2010) investigate risk sharing in groups (5 vs. 25 mem-
bers) that play together for at least 20 periods but face uncertainty about the
exact number of periods. In each period subjects are first informed about the
outcome of a random draw that determines their endowment for this period -
they either get a high or low endowment. Additionally, they get to know how
many other people in the group received a high endowment. Then they are
asked how much money they want to place in a group account that would
be equally distributed among all members of the group. This so-called in-
surance game is a game of collective action with heterogeneous endowments
among subjects. When making their decision about how much to put into the
group account in a certain period, subjects face the uncertainty about how
much other group members will actually contribute. Repeated play may trig-
ger strategic considerations based on the expectation of reciprocal behaviour
since subjects are uncertain about their endowments in the following peri-
ods. The number of group members with a high or low endowment may differ
between periods. The authors find that in small groups contributions to the
pool are significantly higher compared with large groups, but that there is
no complete risk sharing. In groups that are self-selected, by requiring sub-
jects to register for the experiment as a group, risk sharing is significantly
higher than in non self-selected groups.

Overlapping generations and intergenerational transfers

A temporal structure particularly relevant in the domain of pensions and
health insurance is that of a sequence of overlapping generations. For ex-
ample, in a pay-as- you-go (PAYG) system the currently retired generation is
supported by the currently working generation; when the latter generation
retires, they will be supported by the next generation (and so on). Such a
system of intergenerational transfers, however, may suffer from a temporal
credibility problem. What is the guarantee that the currently working gen-
eration will receive the same level of support from the next generation, once
they retire? Every working generation may experience an incentive to recon-
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sider the level of support to the currently old generation. One behavioural
mechanism that could make a PAYG system self-enforcing is that of inter-
generational reciprocity. The present generation receives support in relation
to the support they gave to the previous generation (Hammond, 1975; Kot-
likoff et al., 1988).

Van der Heijden et al. (1998) use experiments to examine the relevance
of such cross-generational reciprocity (see also Offerman et al., 2001). They
employ a simple overlapping-generations game that abstracts from all com-
plexities that could blur the view on this central idea. The game consists of
a sequence of players (generations). Each player lives for two periods. In the
first period, the (young) player has a high income; in the second period, the
(old) player has a low income. Players cannot save, so that efficient income
smoothing is possible only through intergenerational transfers. Player (gen-
eration) Pt decides on the transfer (pension) Tt to player Pt−1 ; player Pt+1

decides on the transfer Tt+1 to player Pt ; player Pt+2 decides on the transfer
Tt+2 to player Pt+1, and so on. The experiment examines whether there is
a positive relationship between Tt+1 and Tt. Is the transfer that a player
receives from the next player related to the transfer that this player gave to
the previous player? Moreover, the paper examines whether such intergen-
erational reciprocity increases the viability of a PAYG transfer scheme. For
that purpose, two information treatments are implemented. In one treat-
ment, a player knows Tt−1 when deciding upon Tt. In the other treatment,
a player does not know Tt−1 when deciding upon Tt. Obviously, the latter
treatment rules out any role for monitoring and reciprocity.

The results of the experiment are clear. There is no evidence whatsoever
for intergenerational reciprocity. The level of the transfer in period t+1 is un-
related to the level of the transfer in period t. Player Pt is neither rewarded
nor punished by player Pt+1 for the way he or she treated player Pt−1. This
result is corroborated by the finding that the average level of transfers is the
same in the two information treatments. It makes no difference whether or
not the previous levels of transfers can be observed. Still, the average level
of transfers can be considered quite high. The payoffs in the game would be
equal to nine without transfers (individual rationality), and 25 with optimal
transfers (collective rationality). With the observed level of transfers, the
realized average payoff is 21. So, it might be said that a fairly efficient vol-
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untary pension system emerges. This is quite remarkable, in view of the fact
that no commitment possibilities are available. A standard game theoretical
analysis based on purely selfish agents would predict no transfers at all.

Some extensions of this pension game have been studied experimentally.
One of these allows for private (retirement) savings besides the option to use
intergenerational transfers for that purpose (Van der Heijden et al., 1998).
The results show that the possibility of individual savings erodes the sup-
port for intergenerational transfers. This occurs, despite the fact that - in
the experiment - intergenerational transfers are more efficient than private
savings. The main attraction of private savings in comparison with a PAYG
system is that the former suffer none of the uncertainty of the latter that
the system will be maintained to the same degree in the future.

Güth et al. (2002) study an overlapping-generations experiment with
multiple ’families’ in which two types of intergenerational transfers are pos-
sible. A generation can make voluntary transfers (St) to the previous gener-
ation (essentially a PAYG pension to their parents). In addition, a genera-
tion can make a transfer (G t) to the next generation (essentially an invest-
ment in the human capital and, thus, the earnings potential of their chil-
dren). One of the aims of the experiment is to investigate the relationship
between St+1 and St, as well as the relationship between St+1 and G t. In
other words, is a generation (when old) rewarded for how it treated its par-
ents and/or for how it treated its children? The experimental results suggest
that in fact both types of relationships are rather weak. Again, reciprocity
- direct or indirect - does not seem to be a major factor in explaining the
support for intergenerational transfers.

2.4 The main lessons

Principles of redistributive justice are utilitarian with a floor con-
straint

People share certain principles of redistributive justice when they are be-
hind a veil of ignorance. They are willing to trade off some inequality for
some efficiency. They neither want to implement the Rawlsian rule that
makes the potentially worst-off better-off, disregarding efficiency, nor do
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they want to stick to pure utilitarianism (Harsanyi, 1955), which maximizes
total utility independent of the distribution of individual well-being. Rather,
the most preferred rule of justice is utilitarianism combined with a safety
net for the poorest. In other words, people find it acceptable that some indi-
viduals are worse-off - as long as they are not too disadvantaged - and if this
is compensated by a larger number of other people being better-off.

People are averse to inequality, but this aversion varies with the
source of inequality

In symmetric situations in which people do not differ from each other in
important aspects, the equal division or equal sharing norm is prevalent. In
asymmetric situations, shared distribution norms seem also to exist - even if
these norms lead to inequality. People thus seem quite tolerant of inequality
under certain conditions. The acceptance of inequality strongly depends on
the source of inequality. Accountability (Konow, 1996) and equity - in the
sense of proportionality - are the leading principles. Income inequalities are
acceptable when they can be traced back to factors within people’s control -
but not if they are the result of factors beyond their control.

Social preferences are relevant even if the veil of ignorance has
been lifted

Experiments have shown not only that people share justice ideas when their
own material well-being is not at stake, but that they care for the well-being
of others and for the aggregate outcome even if it comes at material cost to
them. People leave money on the table for anonymous others, even if they
could easily get away with taking everything.

Social preferences display a self-serving bias

If people know their own position in society, preferences for redistribution
are strongly coloured by self-interest. This is especially important in sit-
uations in which people are not symmetric. While people easily agree that
equality is a good fairness norm when everybody is equal in all of the aspects
deemed important, people tend to disagree on the fairness norm when they
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differ with regard to important characteristics. For instance, in asymmet-
ric situations, disadvantaged people tend to favour equality, whereas the
advantaged propagate proportionality. Moreover, individuals in an advan-
taged position typically have a different perspective on accountability than
do those in a disadvantaged position. What is deemed to be within or beyond
a person’s range of control varies across individuals, depending on their own
interests on the matter. This is reminiscent of what psychologists call ’attri-
bution bias’, according to which people tend to claim successes as being due
to merit, while explaining failure as a result of bad fortune.

Social preferences depend on the income-generation process

Accountability is not only important for redistributive justice but also shapes
preferences for redistribution in front of the veil of ignorance. People are
much more willing to redistribute income at a personal cost when they feel
that the recipient deserves it. It is easier to accept redistribution in favour of
low-income earners whose low income is due to bad luck than when the low
income is due to low individual efforts. Similarly, redistribution towards less
productive people is more easily accepted if the low productivity is beyond
one’s responsibility.

Social preferences are heterogeneous

Although social preferences are ubiquitous, not all people reveal social pref-
erences. In addition, those who reveal social preferences do show signifi-
cant variation in how strongly they take the well-being of others into ac-
count. Much of this observed heterogeneity is still unexplained, but a few
personal characteristics show significant correlation with expressed social
preferences. Women seem to be more generous than men, but their generos-
ity is also more sensitive with respect to environmental specifics. Further-
more, older people seem to be more sensitive regarding income inequalities
than are younger people. Real and perceived social distance between the
persons involved in the redistribution also explains parts of the variation in
expressed social preferences, with preferences for redistribution increasing
with decreasing social distance.
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Effect of political and economic institutions is ambiguous

Market competition constrains the impact of social preferences on outcomes
- but the reverse is also true. Whether political institutions constrain or fa-
cilitate the impact of social preferences is largely unexplored. What existing
studies have shown is that political institutions interact with social prefer-
ences in a non-trivial way, and that the specifics of the setting may tip the
impact one way or another.

Social preferences are fragile

Social preferences are not only heterogeneous; their expression is also sen-
sitive to institutional specifics and to beliefs about the social preferences of
others. The willingness to redistribute income is sometimes influenced by
economically unimportant details of the decision environment. In addition,
generosity and cooperation is often conditional - in the sense that it is only
expressed if people believe that others are also generous and cooperative.
This implies an important role for expectations and trust for the support of
redistribution schemes.

Social preferences across generations do not rely on reciprocity

The experimental evidence on altruism and social preferences across gen-
erations delivers a clear and to some extent surprising picture. There is
no evidence for intergenerational reciprocity, in the sense that a generation
that received support from the previous generation is more likely to sup-
port the next. Subsequent generations supported each other more or less
unconditionally. Of course, this lesson is based on the supposition that this
(strategic) component of the interaction between experimental generations
is representative for those of ’real’ generations. For example, in the experi-
ments, the different ’generations’ are all from the same age cohort (they are
all students); whereas ’real’ generations are obviously from different cohorts.
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2.5 Perspectives for further experimental research

The experimental evidence we have surveyed convincingly shows that most
people take into account their own justice principles or the perceived fair-
ness ideas of others when deciding on distributive tasks - be these decisions
taken in solitary circumstances or taken in situations where they have to
interact with others. Pensions and social insurances are inherently (re) dis-
tributive, and this evidence is therefore important when one wishes to dis-
cuss individual and political pension and insurance options in an informed
way. What is largely missing in the experimental designs is some reflec-
tion of the fact that (re)distributional decisions have time dimension and are
prone to risk and uncertainty. These, time, risk and uncertainty, perspec-
tives are particularly important for pensions and social insurance.

Therefore, a first set of research questions may tackle issues regarding
principles of justice when the consequences take immediate effect (or only
with some delay) - and only affect the present generation (or also later gen-
erations). The surveyed studies have shown that justice principles allow for
inequalities if they can be linked to circumstances for which a person can
be made accountable. If we translate this to the pension problem, then the
idea of accountability implies that people may be willing to accept that oth-
ers receive higher pension payments if, for instance, this is based on higher
productivity due to training followed - but will be less willing to do so if the
higher productivity is based on pure talent or luck. An important compli-
cating factor with pensions is that these principles affect not (only) one’s
own generation but (also) other generations. The sustainability of a pension
system based on intergenerational solidarity calls for both an extension of
justice principles across generations and solidarity between different social
classes within a generation. Not much is known about the fairness ideas of
people in such situations. How should the benefits be distributed between
different income classes and across generations? Perhaps even more im-
portant is the question of how the burden in times of distress should be
distributed between generations and social classes. A similar quandary ap-
plies to social insurance, where the benefits and costs have to be distributed
between people with different income (potential) and different risks. A first
small step in analyzing fairness ideas in such contexts was taken by Cap-
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pelen et al. (2013) in their study of the fairness perceptions of risk-taking.
However, many questions remain: What is the fairness perception of the
trade-off between risk-taking and income? To what extent should a person
who deliberately took a high risk and earned good income through good luck
be made accountable for the good income? Should she be treated differently
from a person who opted for low risk and had bad luck? These are important
questions at the heart of any social insurance scheme.

The above briefly discusses possible research into the normative basis
of pension and social insurance schemes when people place themselves out-
side the scheme. In reality, however, people are often stakeholders in such
schemes. The research on distribution problems clearly indicates that the
distribution decisions of stakeholders are influenced by the trade-off be-
tween fairness and material self-interest. A similar trade-off is to be ex-
pected when it comes to decisions about the distribution of benefits and
costs regarding pension and social insurance schemes. Having established
the underlying normative foundations in distributional decisions in which
the time and risk dimension play an important role, the logical next step
involves investigating the effect of personal involvement, in the context of
seeking to know more about the sustainability of particular pension and so-
cial security schemes. Interesting and important variations and extensions
of experimental designs come again from the very nature of pensions and
social insurance. For instance, self-interest may also influence behaviour
via historically grown entitlements, a phenomenon observed in experimen-
tal bargaining and negotiations, but not yet experimentally examined in the
context of redistribution between different income classes and generations.

In democracies, decisions about the redistributive consequences of pen-
sions and social insurance are not implemented dictatorially but via a po-
litical process. Therefore, it is important to extend the small body of lit-
erature on the political economy of (re)distribution to the area of pensions
and insurance. In future, it will be important to extend this aspect into
an inter-generational setting with and without the involvement of risk and
uncertainty. Building on experimental research into the justice principles
regarding (re)distribution within and between generations, one can design
institutions that maximize political support for sustaining and/or reforming
economically meaningful pension and social insurance systems.
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2.6 Conclusions and implications

This paper surveys the experimental evidence that deals with a major con-
stituent element of solidarity: redistribution. While the evidence clearly
shows that people share some basic willingness to support redistribution in
general, the evidence also points to the limits to this support, which are
influenced by various factors such as the source of inequality, social and
personal characteristics and the institutional environment in which such
redistribution takes place. The structure and distributional consequences of
solidarity-based pension schemes have to be in line with generally shared
fairness norms, and must take into account their limits. Otherwise, these
schemes will lose societal support, and open the door to a host of adverse
consequences.

An important message is that inequalities among people with unequal
characteristics are acceptable to a large majority as long as there are good
reasons for these inequalities, and if this acceptance does not lead to inef-
ficiencies. In particular, the support for redistribution depends crucially on
the sources of the inequality. One could argue that these distributional pref-
erences reflect the possible disincentive effects of full insurance against all
income risk, such as the incidence of income insurance on effort supply and
other moral hazard effects. This requires that individuals bear at least part
of the adverse consequences of their choices. It implies that if one wants to
organize support for solidarity and redistribution, it is probably much less
effective to emphasize the fact that the recipients need the support than
it is to stress that they deserve the support. Importantly, such emphasis
has to be transparent, because social preferences - and therefore support for
re-distributional schemes implied in pension systems - have been shown to
be fragile with respect to perceived injustices. Such transparent policies are
also important because people’s tendency to apply justice principles in a self-
serving way may undermine solidarity when there is too much room left for
idiosyncratic interpretations.

It has been suggested that the sustainability of collective pension schemes
can be furthered by increasing the actuarial fairness and by reducing the
(ex-ante) redistribution embodied in the system. One proposal is to make
contributions dependent on observable risk characteristics. Experimental
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evidence suggests, however, that such a proposal will probably not meet with
much popular support if the characteristics involved are beyond a person’s
control (such as gender or age). There is likely to be much more approval
if the differentiation is based on characteristics that can be reasonably ex-
pected to be due to a person’s free choice (such as career decisions and having
a partner or not). Generally, one may say that a collective pension scheme
that reflects proportionality of benefits relative to the provided inputs, and
that takes into account a person’s accountability for his or her choices, will
enjoy relatively strong support from the population. There is, however, a
caveat to be made.

Although political and ideological differences usually do not lead to con-
troversies about the underlying principles of fairness and justice, such con-
troversies surface when it comes to the interpretation of these principles.
Both left and right, rich and poor, men and women, Europeans and Amer-
icans by and large agree that people should suffer the consequences (and
enjoy the fruits) of outcomes for which they can be held accountable. How-
ever, as soon as one starts trying to define for what precisely people can be
held accountable, disagreement starts. For example, some will argue that
talents and capacities are due to merit and education, or perhaps are a gift
from God; others may perceive them as merely due to chance. Similarly, the
rich may argue that their wealth is due to their own efforts and to the risks
they have taken during their life, while the poor may claim that their low
wealth level is largely due to bad luck. However, a number of virtually indis-
putable characteristics might form a basis upon which proportionality and
accountability within a pension system could be based. For instance, few
people will argue that individuals should be held accountable for their age
or their longevity. This may partly explain the unfailing support for pension
schemes, in general, and for intergenerational solidarity, in particular.

An important issue uncovered in some of the surveyed research is that
entitlements (or moral property rights) can strongly shape the perception of
fair distributions. Existing pension systems also create such entitlements,
which make it difficult to implement necessary reforms in the face of cur-
rent and future financial distress. The political conflicts surrounding efforts
to increase the retirement age reflect how strongly entitlements can be per-
ceived. Whether or not such entitlements are justified, policies targeting
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reforms that change such entitlements have to take them seriously into ac-
count.

Experiments also indicate that the strength of social preferences is de-
creasing with social distance. If people do not feel that others belong to the
same group in one way or another, they are less likely to feel responsible
for their well-being. The support for redistribution via pension systems is
crucially dependent on a sense of shared identity. This suggests that there
is an upper bound on the level and scale at which solidarity and risk sharing
can be organized. Even though efficiency and economies of scale may some-
times dictate that risk pooling be organized at a high level of aggregation,
the support for the redistribution that such risk sharing entails is likely to
decrease at higher levels of aggregation, especially in times of hardship.

Finally, we have seen that mutually beneficial voluntary risk sharing
does occur - but often fails to reach efficient levels, even when the conditions
seem relatively favourable. While this failure seems partly due to bounded
rationality, another important element is lack of trust. This trust is fostered
in a number of ways. One of these factors is the shadow of the future; an-
other is the absence of outside options. Recent developments on the labour
market, however, may erode both of these factors. In particular, increased
mobility on the labour market may well erode employees’ sense of identi-
fication with their employer and with their colleagues - and also decrease
the period of time that employees are in the same pension fund. From this
perspective, it is quite understandable that the support for solidarity is un-
der stress. The upshot, in short, is that solidarity must be organized - even
when there is broad consensus on the underlying principles of fairness and
distributive justice.
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Chapter 3

An Experimental
Investigation of Risk Sharing
and Adverse Selection*

*This chapter is joint work with Jan Potters and Arno Riedl and will be published in a
special issue of the Journal of Risk and Uncertainty in April 2014. We are grateful to the
associate editor of the journal and an anonymous referee for very helpful comments.
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3.1 Introduction

Adverse selection can undermine the viability of voluntary social insurance
and risk sharing arrangements. In case individuals with the most favorable
risk profile are unwilling to join a risk pool, those with the next most favor-
able risk profile will also be unwilling to join and so on. In the end, only
those individuals with the least attractive risk profile will be part of the risk
sharing arrangement. This mechanism of (unraveling) adverse selection is
often advanced as an argument in favor of mandatory participation in social
insurance and similar risk sharing schemes.

Despite its key role in the economics of insurance and risk sharing,
the empirical evidence for the force of adverse selection is not particularly
strong. Fenger (2009) studies some European countries in which individ-
uals have attained the opportunity to limit their participation in welfare
schemes, such as health policies, unemployment policies and pension schemes.
He concludes that there is no convincing evidence for adverse selection. The
results for private insurance markets are more ambiguous, with evidence
for adverse selection in some markets (health insurance, annuities), but not
in others (life insurance, long term care). It is not clear why the evidence
is mixed. One possibility is that very risk averse individuals not only have
a higher demand for insurance, but may also behave more cautiously. A
favorable risk profile may then go hand-in-hand with a high insurance cov-
erage (Cutler et al., 2008). It may also be that individuals do not really know
how their risk profile compares to that of others, in which case the scope for
adverse selection is seriously reduced (Cohen and Siegelman, 2010).

In this paper we use laboratory experiments to investigate the behav-
ioral relevance of adverse selection. A major advantage of the experimental
approach is randomization. Decision makers can be randomly assigned to
risk profiles thus ruling out any endogeneity bias. Another advantage is
that participants can be informed about how their risk profile compares to
that of others, so that this cannot be an obstacle for adverse selection. Even
under these circumstances, however, it is still an open question whether
selection effects will actually occur. Adverse selection places rather strong
demands on the rationality of individuals. It relies on their ex-ante ability
to predict whether a risk sharing arrangement will lead to favorable redis-
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tribution ex-post. To do so requires them to anticipate the risk sharing deci-
sions of others, and to adjust their own decisions accordingly. Moreover, the
literature on social preferences (e.g. Fehr and Schmidt, 1999) suggests that
even participants with a favorable risk profile may be willing to subsidize,
in expectation, those with less favorable prospects.

In our experiment we implement a setup in which three individuals si-
multaneously decide whether they want to share their risks. Risks are sim-
ple two-outcome lotteries, and realizations are independent across players.
Individuals make sharing decisions before the risks materialize. Those indi-
viduals who decide to share their risks divide (proportionally) the sum of the
realized incomes among themselves. Across treatments we implement dif-
ferent forms of risk heterogeneity by varying the two outcomes of the lotter-
ies and/or the corresponding probabilities. Lotteries can vary only in mean
outcomes (leading to first-order stochastic dominance relations), vary only in
spread (leading to mean-preserving spreads relations), or vary in both mean
and spread (leading to a simple compensated risk increase). Risk profiles
are common knowledge.

Our results display strong evidence for adverse selection in settings in
which risk profiles can be ranked on the basis of first-order stochastic dom-
inance. Individuals with a good risk are much less willing to enter a risk
sharing arrangement than individuals with a bad risk. In addition, there
is clear evidence for strategic adverse selection, which leads to unraveling.
Individuals with an intermediate risk anticipate adverse selection of good
risks and are in consequence less willing to share risk in this heterogeneous
setting compared to a setting in which all individuals have the same (inter-
mediate) risks. At the same time, our results display little evidence for ad-
verse selection in case risks can only be ranked according to lottery spreads.
When the bad risk is a mean-preserving spread of the good risk, this is no
cause for adverse selection. Hence, what mainly seems to matter for adverse
selection is differences in mean, not differences in spread.

Two other results are noteworthy. First, even though the observed com-
parative statics coincide with the (calibrated) predictions, the level of ad-
verse selection is much less pronounced than might be expected. Second,
even in case risk profiles are identical, so that adverse selection cannot be
an issue, the overall level of voluntary risk sharing is lower than predicted.
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We are not the first who experimentally study risk sharing, but to the
best of our knowledge we are the first to study adverse selection in risk
sharing. One of the earliest studies on risk sharing is Selten and Ockenfels
(1998), who implement a three-player setting in which all players have the
same probability of winning some income. Before the risks materialize, play-
ers decide simultaneously how much they will give to the losing player(s) in
case they win. Their results indicate that a majority of the winners are will-
ing to transfer money to the loser(s). Several papers build on this so-called
solidarity game and study, for instance, the role of group size (Chaudhuri
et al., 2010) or the role of reciprocity in a repeated setting (Charness and
Genicot, 2009). An important feature of these papers is that the transfer
decision is made conditional on being a winner. In this sense, risk shar-
ing is ex-post, which is an important difference with our design where risks
are shared ex-ante and decisions cannot be conditioned on the realization of
risks.

Barr and Genicot (2008) conduct a field experiment in Zimbabwe where
individuals can choose whether or not to share their stochastic income with
other members of a group before risks are realized. An important difference
with our paper is that risk profiles are endogenous: subjects choose from a
set of lotteries before they decide about risk sharing. Moreover, the authors
focus on the effect of commitment and examine what happens to the level
of risk sharing if participants have the option to opt out after the incomes
are realized. This is quite different from our paper, which focuses on ad-
verse selection - that is, not participating in risk sharing before incomes are
realized.

3.2 Design and Procedures

We implement four treatments that differ with respect to the risks that are
assigned within sharing groups. Individuals are informed about their own
and others’ risk exposure, but face uncertainty about the actual outcome of
the risks when making their decision about how much risk to share with
their group members. This depicts an intermediate position between what
John Rawls calls an individual’s ‘original position’ behind the veil of igno-
rance and that beyond the veil (see Rawls, 1971). We first describe the
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lottery assignment process and point out treatment differences. We then
proceed with describing the risk sharing procedure and the experimental
procedures including the elicitation of risk preferences.

3.2.1 Lottery Assignment

At the beginning of a session each participant is randomly assigned to one
of the four treatments and a matching group with two other participants.
Each of them faces a lottery that eventually results in a high income Y H

i
with probability pi or a low income Y l

i with probability (1− pi). The exact
specification of the parameters depends on the treatment and which of three
possible lottery types an individual is assigned to.

Table 1 gives an overview of the different lotteries separated by treat-
ment. It specifies pi, Y H

i , Y l
i , as well as the expected lottery value µ and

the lottery spread δ. The design of our treatments allows the investigation
of voluntary risk sharing under different forms of risk heterogeneity. In
particular, we can observe to what extent the occurrence of selection effects
hampers the effectiveness of risk sharing and to what extent risk sharing is
reduced compared to a situation where risks are homogeneous.
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In the benchmark HO treatment all participants face identical risks.
Risk sharing thus implies that income is redistributed from the fortunate
to the less fortunate individuals ex-post. In the HEδ treatment individuals
also face the same µ, however, lottery spreads are different with δ1 > δ2 > δ3.
Hence, this treatment examines simple mean-preserving spreads Rothschild
and Stiglitz, 1970, a special case of second-order stochastic dominance. In
the HEµ treatment lottery spreads stay constant but the expected lottery
values increase across lottery types with µ1 > µ2 > µ3. Individuals face dif-
ferent probabilities for the same possible lottery outcomes and these proba-
bility shifts are first order stochastic dominance shifts. The HEµδ treatment
combines the previous two forms of risk heterogeneity. In this treatment, as
the spread increases, δ1 > δ2 > δ3, also the mean increases, µ1 > µ2 > µ3,
across lottery types. Hence, there is a simple compensated risk increase,
which does a priori not allow for a preference ranking of the lottery types.
In order to make treatments better comparable, the overall expected income
within a risk sharing group is the same for all treatments. Moreover, the
expected lottery values are identical in treatments HEµ and HEµδ for each
lottery type. Importantly, the risk exposure of lottery type two is identical
across treatments.

3.2.2 Risk Sharing Mechanism

Individual lotteries are public information to all group members. Each par-
ticipant is asked to choose a risk sharing level si ∈ [0,1] which represents
the fraction of his eventual income that is placed in the group account G =∑3

i=1(si ·Yi). This group account is then proportionally divided among all
group members. An individual’s earnings are consequently defined as

Πi(si, s−i)= (1− si) ·Yi + r i ·G (3.1)

with r i = si∑3
j=1 s j

being the percentage that an individual receives from the

group account. The more risk is shared, the more incomes are equalized
ex-post. If all individuals choose complete risk sharing, si = 1, eventual
earnings of all group members will be identical. The total amount earned in
a group, however, is uncertain, since risks are not correlated. If all individ-
uals decide not to share risks at all, each participant’s earnings will solely
depend on his individual lottery outcome.
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3.2.3 Procedures

Each participant was randomly assigned to a computer in the laboratory
based on a random draw from a pile of numbered cards. Instructions were
provided on the computer and a summary of the most important aspects
was provided on paper.1 Thereafter, participants were asked to answer a
few comprehension questions concerning the group account, individual pay-
ments, returns and final incomes in order to ensure their understanding of
the risk sharing mechanism. When all subjects had correctly answered the
questions, the experiment was started. Participants were asked to make
risk sharing decisions in three consecutive periods in the same treatment.
The group constitution changed in each period as well as the assigned lot-
tery type, so that each participant was assigned each lottery type once.2 No
feedback about lottery outcomes or sharing decisions was provided until the
very end of the experiment.

In addition to the risk sharing decisions in each period we also elicited
subjects’ beliefs about the other group members’ decisions by asking them to
state the intervals they expect the sharing decision of the other two group
members to be in. Belief elicitation was incentivised using the truncated
interval scoring rule.3

If the actual sharing decision lay between the interval borders I l and IH ,
the participant was rewarded based on its length: the smaller the interval,
the higher the payoff. If the actual decision was outside the interval the
participant’s payoff was zero. For our analysis we calculated an individual
i’s belief about individual j’s risk sharing level as ŝ j = I jH+I jl

2 (i 6= j).
In the second part of the experiment we elicited individuals’ risk prefer-

ences. We applied the multiple choice list method (Harrison and Cox, 2008).
Certainty equivalents were elicited for the seven different lotteries that sub-

1See Appendix 3.6.2 for the instructions.
2The assignment of the lottery types was random in period one and thereafter changed

such that each lottery type would be represented in each of the three periods. The partic-
ipants being lottery type 1 in the first period were lottery type 2 in the second period and
lottery type 3 in the third period. The orders for the other two lottery types were 2, 3, 1, and
3, 1, 2, respectively.

3It can be shown that with this scoring rule the specified interval contains the events
subjects believe most likely to occur and that this property holds for risk neutral as well as
risk averse subjects Schlag and van der Weele, 2013.
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jects could face in the first part. For each lottery individuals were asked to
make 20 choices between a sure amount and the respective lottery. The sure
amount varies between Y H

i and Y l
i . Certainty equivalents are calculated

as the arithmetic mean of the smallest sure amount preferred to the lottery
and the consecutive sure amount on the list. Each individual’s risk attitude
α was then computed by minimizing the squared distances between the cer-
tainty equivalents observed and those theoretically predicted by expected
utility theory assuming a utility function for money U(x) = xα (see Wakker,
2008, Wakker, 2010). That is:

min
α

7∑
i=m

[(pm(Y H
m )α+ (1− pm)(Y l

m)α)
1
α − cem]2

with cem being the elicited certainty equivalent of lottery m = 1, ..7. The
resulting measure is αi = 1 for risk neutral individuals, αi < 1 for risk averse
individuals and αi > 1 for risk seeking individuals.

Lastly, participants were asked to answer a short questionnaire, were
provided with information about lottery outcomes and earnings and were
then paid in cash and dismissed from the laboratory. Participants were re-
cruited online with the system ORSEE (Greiner, 2004). The computerized
experiment was conducted in the Behavioural & Experimental Economics
laboratory of Maastricht University (BEElab) using the experimental soft-
ware z-Tree (Fischbacher, 2007). The experimental earnings were calcu-
lated as Experimental Currency Units (ECU) with a conversion rate of 1
ECU=0.04 Euros. In total, 120 students (30 in each treatment) participated
in the one and a half hour long experiment. Average earnings were approx-
imately 18 Euros.

3.3 Theoretical background

The following theoretical discussion is based on expected utility theory. In
our experiment each of the three individuals i = 1,2,3 in a group faces a
lottery which leads to a high income Y H

i with probability pi and to a low in-
come Y l

i with probability (1− pi). Each individual independently decides on
how much risk to share, by deciding on the share si of his eventual (ex-post)
income he puts into the group account. This share, together with the sum of
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shares of the other individuals, determines the individual’s return from the
group account. To make an optimal sharing decision each individual has to
consider the (expected) sharing decision of others.

More formally, let ŝ−i denote i’s beliefs about the other group members’
sharing decisions. When making the sharing decision, each individual has
to consider the overall lottery with the eight possible realizations Πik(si, ŝ−i)
(k = 1,2, ...,8) for the different combinations of high and low incomes together
with the expected sharing decisions of others. Each of these possible real-
izations is given by

Πik(si, ŝ−i)= (1− si) ·Yik +
si

si +∑
ŝ−i

· (∑ ŝ−i ·Y−ik + si ·Yik), (3.2)

where Yik denotes individual i’s ex-post income (high or low) in the kth re-
alization. With pk denoting the probability with which each of the eight
realizations occur, an expected utility maximizing individual i will choose si

as follows:

max
si

EUi(si, ŝ−i)=
8∑

k=1
pk ·U[Πik(si, ŝ−i)]. (3.3)

Risk sharing levels (s1, s2, s3) constitute a Nash equilibrium if, for each i,
si maximizes EUi(si, s−i) given s−i. Note that (s1 = s2 = s3 = 0) is always a
Nash equilibrium, independent of the treatment and independent of risk
preferences. A player has no (strict) incentive to share risk if others do
not share risk. To further analyze equilibrium sharing we assume that
individuals’ preferences can be represented by the power utility function
U(x)= xα, and that preferences are symmetric and common knowledge. Un-
der these assumptions it can be shown that in treatment HO full risk shar-
ing (s1 = s2 = s3 = 1) is an equilibrium for all α < 1. A risk averse player
strictly prefers to fully share risk as soon as at least one other player shares
(some) risk. In HEδ joint risk sharing (s1 > 0, s2 > 0, s3 > 0) is an equilibrium
for all α< 1, but full risk sharing is not. Lottery type 3, the one with the low-
est risk, always prefers to share some risk but is never willing to fully share.
In HEµδ joint risk sharing (s1 > 0, s2 > 0, s3 > 0) is an equilibrium only for
some α < 1. Lottery type 1, the one with the highest mean income as well
as the highest income variance, is willing to share only if s/he is sufficiently
risk averse. Finally, in HEµ joint risk sharing is never an equilibrium be-
cause lottery type 1, the one with the highest mean income, is unwilling to
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share risk (i.e., s1 = 0) even if s/he is very risk averse. Summarizing, in the
aggregate we expect that the level of joint risk sharing is highest in HO,
second highest in HEδ, third highest in HEµδ, and lowest in HEµ.

3.4 Results

In this section we first report the aggregate risk sharing decisions and how
they change across treatments and lottery types. Second, we compare the
empirical results to theoretical benchmark conditions taking into account
individual risk preferences and beliefs about others’ sharing decisions. Fi-
nally, we explore potential strategic adverse selection by investigating how
beliefs about other risk sharing decisions affect one’s own sharing decision.

3.4.1 Risk sharing and adverse selection

At the moment of their risk sharing decisions subjects do not know the real-
izations of their lotteries. Hence, a natural measure of aggregate risk shar-
ing is the ex-ante expected amount of money in the group account: the sum
over individuals’ risk sharing percentages times the expected value of their
lotteries.4 Using this measure, Figure 3.1 shows that risk sharing is highest
in HO and HEδ, smaller in HEµδ and smallest in HEµ. This is roughly in
line with the theoretically predicted ranking, except that risk sharing levels
do not differ between HO and HEδ. A Kruskal-Wallis (KW) test indicates
that significant differences between treatments exist (p = 0.0347).5 Pair-
wise comparisons with Mann-Whitney (MW) tests reveal that in HEµ the
expected amount in the group account is significantly smaller than in HO
and HEδ (p ≤ 0.0283; FDR-corrected at 10% level). Other pair-wise compar-

4An alternative measure would be the expected amount of transfers implied by a risk
sharing scheme. Using this measure leads to similar results but it is considerably more
complex to calculate.

5Throughout the paper, whenever we carry out multiple pair-wise comparisons we report
corrected significance levels using the false discovery rate (FDR), next to the uncorrected p-
values. This method reduces the risk of false positives and controls for the rate of false
negatives (Benjamini and Hochberg, 1995). We refrain from reporting FDR corrections when
uncorrected p-values indicate insignificance. All reported tests are 2-sided.
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isons (i.e., HO vs HEδ, HO vs. HEµδ, HEδ vs. HEµδ, and HEµδ vs. HEµ)
yield insignificant differences when FDR-corrected.

Fig. 3.1: Expected amount in group account (in percent)

Result. RISK SHARING AND RISKINESS

(1) Compared to the theoretical benchmark, too little risk is shared when risk
is equally distributed.
(2) As predicted risk sharing decreases with differences in individuals’ risk
profiles. Specifically, it is smallest when individuals’ risk profiles differ ac-
cording to first-order stochastic dominance.

The aggregate sharing decisions conceal considerable differences between
different lottery types within and across treatments. Figure 3.2 shows av-
erage risk sharing separately for each lottery type in each treatment. As
expected, in HO, where all individuals in a group have the same risk profile
risk sharing decisions do not depend on lottery types (averages are 51.7%,
53.3%, and 52.3%, for type 1, 2, and 3, respectively). Wilcoxon signed-rank
(WS) tests indicate that the three different lottery types exhibit statistically
indistinguishable risk sharing decisions (p ≥ 0.992).6

6Since we use the strategy method, we have three risk sharing decisions for each subject:
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In HEδ, where individual risk profiles can be ranked according to mean-
preserving spreads, lottery types decrease in their riskiness from left (lottery
type 1) to right (lottery type 3). Adverse selection would predict decreasing
risk sharing in the same direction. Figure 3.2 shows that empirically risk
sharing is highest when participants are assigned lottery type 2 (62.2%) fol-
lowed by lottery type 1 (55%) and lottery type 3 (47.7%). A WS test yields
that the difference in risk sharing between lottery type 2 and 3 is significant
at the FDR-corrected 5% level (p = 0.013). As all other pair-wise compar-
isons return insignificant results (p ≥ 0.432), we consider this as only weak
evidence in favor of adverse selection when individuals’ risk profiles can be
ranked according to mean-preserving spreads.

Fig. 3.2: Risk sharing per lottery type (in percent)

one for each lottery type. For each treatment, we use these 30 triplets of observations to
perform three Wilcoxon matched-pair signed-rank tests to compare within-subject sharing
decisions between lottery type 1 and lottery type 2, between type 1 and type 3, and between
type 2 and type 3, respectively.
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In HEµδ and HEµ results are very different. In both treatments, risk
sharing levels of lottery types clearly increase from left (lottery type 1) to
right (lottery type 3). This correlates negatively with the expected values of
the lottery types, which increase from right to left, and clearly indicates the
existence of adverse selection when risk profiles can be ranked according to
first-order stochastic dominance. Specifically, in HEµ individuals with the
low expected value lottery type 3 (bad risk) choose on average a risk sharing
level of 77.4%, those with an intermediate risk profile (lottery type 2) choose
a level of 36.5%, and those with a high expected value (good risk) choose
a sharing level of only 17.9%. Pairwise WS tests reveal that differences
between lottery types are statistically significant at the FDR-corrected 5%
level (p ≤ 0.001). With a difference of about 60 percentage points between
the low and high expected value lottery type, adverse selection effects are
also of economic significance.

In HEµδ risk increases from left (lottery type 1) to right (lottery type
3) in terms of expected values but decreases in terms of outcome spreads.7

Hence, individuals face a simple compensated risk increase with opposing
incentives from means and spreads. These countervailing effects on adverse
selection are empirically reflected by less extreme differences in sharing
across lottery types than in HEµ. Still sharing is highest for lottery type
3 (60.3%), intermediate for lottery type 2 (48.1%), and lowest for lottery type
1 (40.1%). However, the difference between the two extreme lottery types is
with 20.2 percentage points less stark than in HEµ and not all differences
are statistically significant. Pairwise comparisons with WS tests show that
between lottery type 3 and lottery types 1 and 2 the differences are statisti-
cally significant at the FDR-corrected 5% level (p ≤ 0.027) but not between
lottery type 1 and 2 (p = 0.216).

Result. ADVERSE SELECTION AND RISK PROFILES

(1) If individuals’ risk profiles are ranked according to mean-preserving spreads
little adverse selection is observed.
(2) If individuals’ risk profiles are ranked according to first-order stochastic
dominance there is strong evidence for adverse selection.

7In the following we will refer to the risk of lottery type 1 as the ‘good’ risk in HEµδ and
HEµ, whereas in HEδ lottery type 3 is the ‘good’ risk.
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(3) The latter adverse selection effect is mitigated if individuals face a simple
compensated risk increase (i.e., increasing mean and spread).

To get a better idea how the empirical results compare to theoretically
predicted behavior we calculated the individually optimal risk sharing levels
for each subject for each lottery type using the elicited individual risk pref-
erence and beliefs about others’ sharing decisions.8 Specifically, we assume
that the preferences of each subject i can be represented by a utility function
for money Ui(x) = xαi , where the individual risk parameter αi is estimated
as described in Section 3.2.3. Further, we use the elicited beliefs of i about
others’ sharing decisions ŝ j to solve for each i the maximization problem in
Equation (3.3), given the possible realizations in Equation (3.2).

In Figure 3.2 the black crosses indicate the average of these individually
optimal risk sharing levels.9 Two regularities are immediately eye-catching.
First, for each treatment, across types the changes in sharing levels fit the
theoretical comparative statics results qualitatively very well. ‘Bad’ risk lot-
tery types are predicted to share more than intermediate risk lottery types,
and in turn, intermediate lottery types are predicted to share more than
‘good’ risk lottery types. Second, quantitatively the empirical sharing levels
sometimes diverge significantly from the individually optimal ones.

In HO actual risk sharing is significantly lower than theoretically pre-
dicted (p ≤ 0.032 for all lottery types, WS tests; FDR-corrected at 5% level
for lottery types 3 and 2, at 10% level for lottery type 1). In HEδ, how-
ever, empirical risk sharing levels do not differ from predicted ones for any
lottery type (p ≥ 0.128, WS tests). In HEµ and HEµδ predicted adverse se-
lection is stronger than is actually the case. In HEµ, for all three lottery

8Note that this does not give an equilibrium prediction but rather a ‘naïve’ optimal de-
cision for each individual. We consider such naïve behavior of our subjects as more realistic
than equilibrium behavior for at least two reasons. First, the latter would ask for complex
computations our subjects unlikely went through. Second, it also requires common knowl-
edge of all individuals’ risk preferences, information our subjects did not have and also could
not acquire as all sharing decisions were only made once.

9When eliciting participants’ risk preferences, 9 of the 120 individuals switched more
than once between the lottery and the safe payment in at least one of the decision situations.
We thus do not have a risk preference measure for them. The bars in Figure 3.2 are therefore
based on the decisions of all 120 individuals, whereas the calibrated predictions and the
according analysis are based on 111 observations only.
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types differences between theoretical and empirical sharing levels are sta-
tistically significant at the FDR-corrected 5% level (p ≤ 0.024, WS tests). In
HEµδ differences between theoretically predicted and empirically observed
sharing levels are significant for lottery types 1 and 3 (p ≤ 0.001, WS tests;
FDR-corrected at 5% level) but not for lottery type 2 (p = 0.715, WS test).

Result. INDIVIDUALLY OPTIMAL AND EMPIRICAL ADVERSE SELECTION

(1) Qualitatively, empirically observed adverse selection coincides with indi-
vidually optimal adverse selection: risk sharing correlates with risk profiles
in the predicted way.
(2) Quantitatively, adverse selection is less pronounced than individually op-
timal risk sharing would dictate.

3.4.2 Anticipated and strategic adverse selection

An important element of our experimental design is that individuals with an
intermediate risk profile (lottery type 2) faced exactly the same individual
lottery and, hence, risk exposure in all treatments, whereas the risk profiles
of the other lottery types systematically varied across treatments. Moreover,
the sum of the expected values of lottery types 1 and 2 is also identical in all
treatments.

In Section 3.4.1 we have seen that risk sharing of individuals with inter-
mediate risk profiles is highest in HO and Hδ, lowest in Hµ, and intermedi-
ate in Hµδ.10 This strongly suggests that these differences are a response to
anticipated adverse selection and, hence, strategic. We use the beliefs that
subjects with intermediate risk profiles have about other lottery types’ risk
sharing to investigate whether adverse selection is indeed anticipated. If
so, we should see differences in beliefs of lottery type 2 regarding the other
types’ risk sharing levels across treatments, which should correlate with ac-
tual risk sharing of lottery types 1 and 3.

Figure 3.3 reports the average risk sharing levels of lottery types 1 and
3, expected by lottery type 2. It shows that beliefs about other types are
clearly in line with these types’ actual behavior (cf. Figure 3.2). There are
no statistically significant differences between type 2’s beliefs and the actual

10The differences in sharing levels are FDR-corrected (marginally) significantly different
between Hµ and HO and Hδ and between Hδ and Hµδ (p ≤ 0.0318, MW tests).
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behavior of types 1 and 3 (p ≥ 0.1985, MW tests). This is corroborated by a
regression analysis showing that risk sharing of lottery type 2 individuals
is positively correlated with the anticipated risk sharing by the ‘good’ risk
lottery type (see Appendix 3.6.1).

Note: The labels “ltX ’s belief about ltY ” should be read as “subject with
lottery type X believes that risk sharing of subject with lottery type Y is
...”.

Fig. 3.3: Belief of lottery type 2 about other lottery types’ sharing levels (in percent)

Result. RISK PROFILES, ANTICIPATED AND STRATEGIC ADVERSE SELEC-
TION

(1) Intermediate risk types, with a constant risk profile, exhibit varying de-
grees of adverse selection across treatments.
(2) Intermediate risk types exhibit strategic adverse selection. That is, their
own risk sharing correlates with their correctly anticipated adverse selection
behavior of other risk types.

3.5 Conclusion and Discussion

We experimentally investigate how heterogeneity in risks affects voluntary
risk sharing. Participants are asked to decide how much risk they are will-
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ing to share, knowing their and others’ risk profiles but facing uncertainty
about risk outcomes. The results provide behavioral evidence for the rel-
evance of adverse selection. Individuals with a ‘good’ risk profile are less
likely to enter a risk sharing arrangement than individuals with a ‘bad’ risk
profile. The strength of the effect, however, depends on the manner in which
the risk profiles vary between individuals. Risks which differ in terms of
mean outcomes (first-order stochastic dominance) generate much stronger
selection effects than risks which differ by way of mean-preserving spreads.

Qualitatively, our results are in line with the theoretical predictions, as-
suming CRRA utility maximization. The observed treatment effects line
up nicely with the theoretical comparative statics. Risk sharing levels are
higher in treatments in which risk sharing is an equilibrium under a wider
set of parameters. Moreover, calibrated predictions at the individual level
using elicited risk preferences and beliefs correlate strongly with observed
decisions. Quantitatively, however, point predictions are often off the mark.
Specifically, we find that risk sharing levels are generally less extreme than
predicted. For example, in a symmetric environment with homogenous risks,
risk sharing levels are about 30%-points lower than predicted. Also, selec-
tion effects generally fall short of the prediction.

It should be noted that our experiment is single shot, and that partic-
ipants have no opportunity for learning. Hence, some subjects may resort
to the focal contribution level of 50 percent. If that is indeed the case, our
results on adverse selection are likely to be a lower bound as gravitation
towards the midpoint contribution mitigates adverse selection effects. It
would be interesting to investigate this in future work and explore how risk
sharing and adverse selection develop over time with feedback and the pos-
sibility of learning.

Another potential explanation for the difference between the observed
risk sharing levels and the calibrated predictions could be that (some) sub-
jects have social preferences (e.g. Fehr and Schmidt, 1999; Bolton and Ock-
enfels, 2000). In the homogeneous risk case too little risk-sharing could be
consistent with disadvantageous inequality aversion when one expects oth-
ers to share little risk. We indeed find that subjects expect others to share
relatively little risk. On the other hand, in the heterogeneous risk treat-
ments, we also see too little adverse selection of low risk subjects which may
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also point at advantageous inequality aversion. As our experiment was not
designed to disentangle these potential explanations, future research will
have to show which of these or other motivations best explain our results.

In many countries there are continuing debates on whether mandatory
insurance should be introduced for some risks (think of the Affordable Care
Act in the United States), while in other countries (partial) exit options are
being proposed for certain collective arrangements (such as mandatory oc-
cupational pension schemes). A key issue in the public debate, at least in
Europe, is whether the option to opt out may undermine ’solidarity’, where
the lucky support the unlucky. Although one must be cautious to generalize
from lab to field, our results suggest that such concerns are well-founded
behaviorally. At the same time, our results indicate that much will depend
on the manner and degree to which risk profiles differ. The easier it is to
order different risk profiles from ‘good’ to ‘bad’, the stronger selection effects
are likely to be.

Finally, one may question whether our design is somehow biased towards
finding certain effects. Indeed, in our experiment participants’ risk profiles
are common knowledge. This may lead to an overestimation of the impor-
tance of selection for environments in which people do not have very precise
knowledge about how their risk profile compares to that of others. On the
other hand, however, in our experiment risk profiles are assigned exoge-
nously. This may underestimate the force of adverse selection for settings
in which risks are endogenous. The support for redistribution is typically
higher in case poverty is caused by bad luck rather than a lack of effort
(Cappelen et al., 2013). Similarly, low risk individuals may be (even) less
willing to share risk with high risk individuals in case they perceive that
those individuals are accountable for their risk (see Cettolin and Tausch,
2013). Future work will have to establish which of these elements are more
or less important for the behavioral relevance of adverse selection.
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3.6 Appendix

3.6.1 Additional regression analysis

We observe that the more individuals with lottery type 2 expect the ‘good’
risk lottery type to share, the more they share themselves. This can be
seen from the regression results below, where we only use observations for
lottery type 2. The dependent variable is lottery type 2’s risk sharing level.
The variable Belief_goodrisk is lottery type 2’s belief about the sharing level
of the good risk type.

Table 3.1: Effect of anticipated risk sharing of ‘good’ risk type on lottery type 2’s
sharing decision

Variable Coefficient (Std. Err.)
HEµδ -8.826 (5.596)
HEµ -9.815 (6.470)
Gender -4.220 (4.482)
Age 1.006 (1.093)
Belief_goodrisk 0.488∗∗ (0.097)
Intercept 32.496 (24.612)

N 90
Adj. R2 0.36

Note: ∗∗ 5% significance level; treatment HO not
included; treatment HEδ is the omitted treat-
ment category; session dummies included but not
reported.

3.6.2 Experimental Instructions

The following instructions appeared on participants’ computer screens (ex-
ample for treatment HEµ).

Risk Sharing Part

The decision task you are going to face will proceed as follows: You are ran-
domly assigned to a group consisting of three participants including yourself.
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Each of you will be assigned the role of participant A, B or C and face one of
the following three lotteries:

With 50% chance participant A receives 130 ECU and with 50% chance par-
ticipant A receives 20 ECU.

With 20% chance participant B receives 130 ECU and with 80% chance par-
ticipant B receives 20 ECU.

With 80% chance participant C receives 130 ECU and with 20% chance par-
ticipant C receives 20 ECU.

Each lottery outcome will be randomly and independently determined. That
is, your lottery outcome does in no way depend on any of the other lottery
outcomes. If your probability of getting the high outcome is 80%, it means
that in 80 out of 100 cases you will get the high outcome. If it is 20%, it
means that in 20 out of 100 cases you will get the high outcome and if it is
50%, it means that in 50 out of 100 cases you will get the high outcome.

1. You are informed about the lottery that has been assigned to you and
the lotteries assigned to the other two group members. However, you do not
know the lottery outcomes.
2. You are asked to decide which percentage of your lottery outcome you
want to put into a group account. This decision is called X. You can choose
any percentage between 0% and 100% in steps of one percent: X = 0%, 1%,
2%, 3%, ...,98%, 99%, or 100%. The amount in ECU you put into the group
account is calculated as the percentage X times your lottery outcome. The
rest, (100-X)% times your lottery outcome, will be added to your private ac-
count.
3. In the group account there is the sum of what all three group members
put into it. The proportion a member gets back from the group account is
zero whenever he/she puts 0% into the group account. Otherwise, the group
account is proportionally divided among the three group members. That is,
the percentage of the group account a member gets back from the group ac-
count is calculated as the member’s own choice X divided by the sum over
all three choices X. The higher your choice X, the higher the proportion of
the group account you get back. For example, if you choose X= 0%, you put
your individual lottery outcome in your private account and you do not add
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anything to the group account. In this case you do not get anything back
from the group account. Your X is 0 and what you get back is X/(sum of all
three X) = 0/(sum of all three X)= 0. If you choose X= 100%, you put your
whole lottery outcome into the group account. In this case what you get back
is 100/(sum of all three X). Thus, you choose the highest share of the group
account that is possible.
4. Your final outcome for this part of the experiment will be calculated as the
sum of your private account plus your return from the group account. Note,
that the total amount in the group account also depends on the decisions of
the other three members!

- Comprehension questions are answered -

[Instructions Period 1]

On the following screens you will be informed about the lottery that is ran-
domly assigned to you as well as the lotteries that are randomly assigned to
the other two group members.

You will be asked what percentage of your lottery outcome you put into the
group account. When making this decision your lottery outcome and the
other participant’s lottery outcomes have not yet been randomly determined.
The other two group members are faced with the same decision situations.
The earnings in a decision situation will depend on all group members deci-
sions in the way just described in the practice examples.

You will be asked to report your best guesses of how each of the other two
members will decide. Specifically, for each other member you will be asked
to report the interval in which you believe their decisions will lie. That is,
you will report your best guess of the smallest and largest percentage each
of the other two will put into the group account. With these guesses you can
earn extra money and you will earn the more money the more accurate your
guess is.
Your earnings from this task are determined in the following way: If an-
other’s actual chosen percentage is outside your guessed interval (that is,
is smaller than your smallest guess or larger than your largest guess) then
you earn nothing with your guess. If another’s actual chosen percentage is
inside your guessed interval (that is, is equal or larger than your smallest
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guess and equal or smaller than your largest guess) then you earn the more
the smaller your chosen interval is. For instance, if you guess one partic-
ular percentage Z% (the interval Z%− Z%), and the other member indeed
puts this particular percentage Z% into the group account then you earn the
maximal amount of 15 ECU with your guess. If you guess that the percent-
age will lie in the interval 0%−100% then you will earn 0 ECU. For inter-
mediate intervals you earn in proportion to the length of the interval. For
example, if you choose 28%−48% and the other’s chosen actual percentage
is 32% (that is, inside the interval) then you earn 15−15∗ ((48−28)/100) =
15−15∗0.2= 12 ECU; if you would have chosen 16%−67% you would have
earned 15−15∗0.51= 7.35 ECU

The total earnings are the sum of your earnings resulting from your and the
others actual decisions and the earnings resulting from your guesses.

Fig. 3.4: Screenshot first decision task

This is an example screen shot of the first decision task. You are not asked
to make choices now! Please have a careful look. In this example you are
participant A. You are asked to enter in the field below, emphasized by the
red round frame, what percentage of your lottery outcome you want to put
into the group account.
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Fig. 3.5: Screenshot second decision task

This is an example screen shot of the second decision task. You are not asked
to make choices now! Please have a careful look. In this example you are
asked to enter in the field emphasized with the red round frame, what you
think in which interval participant B’s choice X will be in that particular
decision situation. In the field next to ‘LOW’ you enter the lower bound of
the interval, in the field next to ‘UP’ you enter the upper bound of the inter-
val. Take care that you don’t exchange them! You do the same for the guess
about participant C’s decision below.

You now enter the actual decision stage! The entries you make on the next
screens will be relevant for your payment.

- Decisions for period 1 are made -

[Instructions Period 2]

You are now again matched with two other participants and confronted with
the same decision situation as on the previous screens. However, this time
you face a different lottery than in the first part. Notice that you will not
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be with the same participants in one group again! The entries you make on
the next screens will be relevant for your payment as well. The resulting
earnings will be added to your earnings from the first part.

- Decisions for period 2 are made -

[Instructions Period 3]

You are now again matched with two other participants and confronted with
the same decision situation as on the previous screens. However, you face a
different lottery than in the first two parts. Notice that again you will not
be with the same participants in one group twice! The entries you make on
the next screens will be relevant for your payment as well. The resulting
earning will be added up to your earnings from the first and second part.

- Decisions for period 3 are made -

Risk Elicitation Part

You are now going to make another series of choices. These choices will not
influence your earnings from the choices you just made, nor will your ear-
lier choices influence the earnings from the choices you are going to make.
After you have made these choices you will be asked to answer some ques-
tions. Thereafter the experiment will be over. In the following, you will be
confronted with a series of 7 decision situations that will appear in random
order on the screen. All these decision situations are completely indepen-
dent of each other. A choice you made in one decision situation does not
affect any of the other following decision situations.
Each decision situation is displayed on a screen. The screen consists of 20
rows. You have to decide for every row whether you prefer option A or option
B. Option A is a lottery and is the same for every choice in a given decision
situation, while the secure option B takes 20 different values, one for each
choice.

This is a screen shot of one arbitrarily chosen decision situation you are go-
ing to face. You are not asked to make choices now! Please have a careful
look. At the end of the experiment one of the 7 decision situations will be
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Fig. 3.6: Screenshot risk elicitation

randomly selected with equal probability. Once the decision situation is se-
lected, one of the 20 rows in this decision situation will be randomly selected
with equal probability. The choice you have made in this specific row will
determine your earnings. Consider, for instance, the screen shot that you
have just seen. Option A gives you a 20% chance to earn 130 ECU and a
80% chance to earn 20 ECU. Option B is always a sure amount, in this case
ranging from 130 ECU in the first row, to 35 ECU in the 20th row. Suppose
that the 12th row is randomly selected. If you would have selected option
B, you would receive 75 ECU. If, instead, you would have selected option A,
the outcome of the lottery determines your earnings. Please note that each
decision situation has the same likelihood to be the one that is relevant for
your earnings. Therefore, you should view each decision independently and
consider all your choices carefully.

- Decisions for risk elicitation are made -
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Chapter 4
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CHAPTER 4. RISK TAKING AND RISK SHARING

4.1 Introduction

The fundamental premise for the support of safety nets, such as social secu-
rity systems and private insurances, is that individuals are willing to share
risk with others, thereby accepting the resulting redistribution of income.
Indeed, whenever risk is shared those who are lucky support the more un-
lucky individuals in society.

For a long time, the idea of tailoring insurance rates to risk types has
been debated in public.1 For example, proposals to charge higher health in-
surance premiums to smokers and obese people have been advanced, with
the motivation that a high proportion of health care costs can be directly at-
tributed to patients’ bad habits (see Cawley and Ruhm, 2011 and Thomson
Reuters, 2011). In light of this evidence, we suggests that support for risk
sharing arrangements is weak when individuals are perceived to be respon-
sible for their risk exposure.

The decision to share risk may be backed by both insurance and redis-
tribution motives. The first has a selfish nature, as it allows risk averse
individuals to reduce their risk exposure. The second is driven by a prefer-
ence for equality, as the more risk is shared the more income inequalities
are reduced ex-post. We hypothesize that in the absence of responsibility
attributions for risk exposure, redistribution motives are stronger and the
willingness to share risk higher, as compared to when individuals can influ-
ence the risk they face. We test this conjecture using a controlled laboratory
experiment, focusing on endogenous and exogenous differences in risk expo-
sure. Our set up allows studying how the support for risk sharing depends
on individuals’ risk preferences, their own risk exposure, as well as their
sharing partner’s risk exposure.

Empirical research on risk sharing has identified a number of factors
that affect individuals’ propensity to share risk, e.g. group size (Chaudhuri
et al., 2010), group selection and commitment (Barr and Genicot, 2008), risk
preferences and social networks (Attanasio et al., 2012), one’s own and oth-
ers’ risk profiles (Tausch et al., 2013) and reciprocity in repeated interactions
(Charness and Genicot, 2009). However, to the best of our knowledge, we are

1For recent articles see New York Times on the web (2011), CNN on the web (2011), The
Washington Post (2012).
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the first to investigate how risk sharing depends on whether individuals per-
ceive themselves and others to be responsible for the extent to which they
are exposed to risk. Our results help to understand whether perceived choice
responsibility is a crucial variable influencing the support of modern safety
nets.

The experiment consists of two treatments. In the Exogenous Risks
(EXO) treatment subjects cannot influence the extent to which they are ex-
posed to risk, while in the Endogenous Risks (ENDO) treatment subjects can
choose their risk exposure. In the first part of the ENDO (EXO) treatment
subjects choose (are assigned) one of two risky lotteries. Both lottery options
have the same expected value but differ in their variance. In the second part
of both treatments, subjects are paired and one subject in each pair is ran-
domly selected to choose a risk sharing level. Importantly, the risk sharing
decision is made ex-ante, that is before the lotteries’ outcomes are deter-
mined. The risk sharing level indicates the percentage amount that will be
subtracted from the eventual outcomes and then equally redistributed in the
pair at the end of the experiment. We implement the strategy method, which
means that participants are asked to choose a risk sharing level both for the
case that their partner faces the same risk exposure as themselves, and for
the case that risk exposures differ. In the last part of the experiment we use
a series of incentivised lottery choices to elicit participants’ risk preferences.

Our main result is that in ENDO individuals systematically condition
their risk sharing decisions on the risk exposure chosen by their partner,
while the risk sharing behavior of individuals in EXO does not depend on
the partner’s risk exposure. Further, we find that average risk sharing is
not significantly different in EXO than in ENDO.

Our research is related to some experimental studies that investigate
the support for ex-post income redistribution in contexts where individuals’
outcomes are the product of risky decisions. In Cappelen et al. (2013) partic-
ipants make choices between a risky lottery and a safe alternative and after
observing the eventual outcomes, they are asked how much they want to re-
distribute to another randomly matched participant. The authors find that
individuals who avoid risk do not redistribute much in favor of unlucky risk
takers, while the willingness to reduce inequalities is higher between lucky
and unlucky risk takers. Thral and Rademacher (2009) implement the sol-
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idarity game of Selten and Ockenfels (1998) and compare it to a treatment
where individuals choose between a safe payment and a risky lottery. The
authors show that individuals that choose the safe payment are less willing
to reduce inequalities when matched with individuals that choose the lottery
and become needy, as compared to individuals that become needy by pure
chance. To summarize, it seems that risk taking is negatively perceived by
individuals that avoid risk, and thus reduces their willingness to equalize
earnings ex-post. Importantly, in the cited literature, redistribution deci-
sions are made at a point when risk is resolved and individuals’ outcomes
are thus known. Our experiment allows testing whether responsibility for
risky choices also matters when individuals face uncertainty about how risks
eventually materialize. We believe that such an ex-ante perspective is worth
investigating because most life outcomes are uncertain and hence, individ-
uals often need to decide whether to support a given redistributing system
before they observe their own outcome.

Our paper is also related to recent studies showing that income inequal-
ities are more acceptable when they can be traced back to factors within
peoples’ control. Surveys, as well as experiments, reveal that support for
redistribution is higher among people that think that wealth results from
unjust motives, like luck or immoral behavior, as opposed to hard work, ef-
fort and skills (Alesina and Glaeser, 2004, Alesina and Ferrara, 2005, Fong,
2011, Durante and Putterman, 2009, Krawczyk, 2010). These results lend
additional support for the idea that willingness to share risk may be related
to whether risk exposure is perceived to be an exogenous factor or, on the
contrary, an individual choice variable.

The remainder of the paper is organized as follows. Section 4.2 describes
the experimental design. Section 4.3 summarizes theoretical predictions
and hypotheses. Results are presented in Section 4.4. In Section 4.5 we
discuss the results and conclude.

4.2 Design and procedures

We implement two treatments, EXO and ENDO, that differ with respect to
whether subjects can choose the extent to which they are exposed to risk.
Both treatments consist of three parts. In the following we describe each
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part in detail and point out the treatment differences.
In the risk exposure part all subjects in ENDO make a choice between

two lottery options, while in EXO subjects are assigned one of the two lot-
teries by a random draw operated by the computer. Subjects face a lottery
choice (ENDO) or a lottery assignment (EXO) in four situations, that differ
in the available lotteries.2 We employ more than one situation in order to
test whether results are robust to different combinations of outcomes and
probabilities. In each of the four situations participants are presented with
two lotteries, R (high risk) and r (low risk).3 Both lotteries yield a high out-
come, H, with probability p and a low outcome, l, with probability 1− p. All
the employed lotteries have the same expected value of AC6, but in each situ-
ation the variance of lottery r is lower than that of lottery R.4 In other words,
lottery r second order stochastically dominates lottery R, and it is thus pre-
ferred by individuals with risk averse preferences. Keeping all lotteries’
expected values equal ensures that situations differ only in one dimension,
namely the difference in variance between lottery options. Hence, eventual
differences in risk sharing across decision situations will be easier to inter-
pret. Further, by abstracting from differences in expected values we obtain
rather conservative results: in a given situation responsibility for risk tak-
ing is limited to the lottery’s riskiness, as in expectation the contribution to
the risk sharing pool is independent of the risk exposure. Table 4.1 gives an
overview of the lotteries employed in the different situations. In each situa-
tion, probabilities and outcomes are selected in a way that participants can
easily compare the two lotteries. In particular, lottery R and r are always
equal in one dimension, either with respect to the outcomes’ probabilities or
with respect to the value of the lower outcome of the lottery, l.

In situations I and II, the riskier option implies either a higher probabil-
ity of ending up with a zero outcome or introduces the possibility of a zero
outcome, as compared to the safer alternative. Situations III and IV are less

2We also implemented a fifth situation where subjects choose between a safe payment
and a risky lottery. The data referring to this situation are however not informative for our
research question and are thus not included in the analysis of this paper.

3In the experiment a neutral wording is used. Please refer to the Appendix for the
instructions used in the experiment.

4In situation II the expected value of r is AC5.9. This exception was made to avoid con-
fronting subjects with lottery outcomes that have more than one decimal point.

74



CHAPTER 4. RISK TAKING AND RISK SHARING

Table 4.1: Situations in the risk exposure part

situation option p H l
I R 0.2 30 0

r 0.5 12 0
II R 0.6 10 0

r 0.6 6.5 5
III R 0.2 22 2

r 0.2 10 5
IV R 0.2 14 4

r 0.5 8 4

extreme, in the sense that the low outcome of R is strictly larger than zero.
We can thus test to what extent responsibility for risk exposure depends on
the severity of the potential consequences of risk taking.

Situations are presented in random order to the participants. All partic-
ipants are informed that only one of the five situations will matter for their
final earnings. The instructions explain that each situation is equally likely
to be selected for payment at the end of the experiment.

At the beginning of the risk sharing part subjects are randomly matched
in pairs and in each pair one subject is selected at random to choose a risk
sharing level s ∈ [0,100]. The value of s has to be chosen ex-ante and rep-
resents the percentage amount that is deducted from the lottery outcome of
each subject, after risk is resolved. In each risk sharing pair, the deducted
amounts are added up and equally re-distributed at the end of the exper-
iment. Higher values of s imply lower levels of earnings’ inequality, with
s = 100 leading to equal outcomes in a pair. The following expression defines
the earnings of a subject i resulting from the first two parts of the experi-
ment, where Yi is the lottery outcome of i and Y j is the lottery outcome of i’s
risk sharing partner, j. The lottery outcomes of i and j are uncorrelated.

Πi = (1− s
100

) ·Yi +
s

100 · (Yi +Y j)
2

(4.1)

We employ the strategy method to elicit risk sharing levels. That is, for
each of the four situations in the risk exposure part, a subject chooses two
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values of s. One for the case that the risk sharing partner faces the same
lottery and one for the case that he faces the alternative lottery. Within a
treatment, this allows observing whether individuals’ risk sharing decisions
are conditioned on the risk exposure of the risk sharing partner.

At the end of the experiment subjects are informed about the lottery cho-
sen by (ENDO) or assigned to (EXO) their risk sharing partner. Further, the
relevant risk sharing level is revealed to the subject who did not make deci-
sions in the second part. Risk is then resolved, the chosen redistribution is
implemented and earnings are determined. Instructions for the risk expo-
sure and the risk sharing parts are administered together at the beginning
of the experiment. Hence, in both treatments subjects know that decisions
about risk sharing will have to be made after the risk exposure part.

Elicitation of Risk Preferences This part of the experiment is designed
to estimate subjects’ risk preferences. We use the multiple choice list method
(Harrison and Cox, 2008) and elicit participants’ certainty equivalents for
the eight lotteries in Table 4.1. For each lottery subjects see a screen on the
computer that contains a description of the lottery and a list of 20 equally
spaced sure amounts, ranging from the lottery’s high to its low potential
outcome. In each row of the list subjects have to make a choice between the
lottery and the sure amount. To ensure a unique switching point subject are
not allowed to switch back and forth between the two. Certainty equivalents
are then calculated as the arithmetic mean of the smallest sure amount
preferred to the lottery and the consecutive sure amount in the list.

Experimental Procedures The experiment was conducted in the Behav-
ioral and Experimental Economics Laboratory (BEElab) at Maastricht Uni-
versity. Subjects were recruited on line with the system ORSEE (Greiner,
2004). For the computerized implementation we used the experimental soft-
ware Z-tree (Fischbacher, 2007). A typical session lasted approximately 1.5
hours and the average earnings were 18.70 Euro. In total 208 subjects par-
ticipated in the experiment, 112 in the EXO and 96 in the ENDO treatment.
In order to increase participants’ understanding of the instructions a set
of control questions was administered before the actual start of the experi-
ment. Before being paid out and released participants were asked to fill out
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a questionnaire that gathered information on their socio-economic charac-
teristics.

4.3 Predictions and hypotheses

Consider a subject i that is asked to choose how much risk he wants to share
with subject j. If subject i is motivated by his own material interest, he will
choose a risk sharing level si in order to maximize the expected utility of
his earnings. Four states of the world k need to be taken into account: both
subjects in the pair win, both lose, i wins and j loses, j wins and i loses.
Formally stated:

max
si

EUi =
4∑

k=1
pk ·U(Πi,k) (4.2)

where pk indicates the probability of the state of the world k and U(·) is
the utility of i’s final earnings, Πi,k, in state k (see Equation 4.1). The opti-
mal risk sharing level s∗i depends on the decision maker’s risk preferences,
as captured by the shape of U(·), and on the risk exposure of both individu-
als in the risk sharing pair. Hence, if subjects are self-interested, we should
observe no significant difference in risk sharing in ENDO and EXO when
risk exposure and risk preferences are taken into account. Further, the risk
exposure of the sharing partner should influence risk sharing decisions in
the same way in EXO and ENDO.

Abundant empirical evidence has demonstrated that, in contrast to the
classical assumption of self-interested agents, a considerable fraction of indi-
viduals are characterized by a concern for others (see, for example, Camerer,
2003 and Forsythe et al., 1994). Moreover, many individuals are willing to
support some degree of redistribution in favor of the less fortunate, even at
a personal cost (see Fong, 2011, and Bowles and Polania-Reyes, 2012). In
our experiment, the more risk is shared the more eventual income differ-
ences between sharing partners are reduced. Hence, individuals’ decisions
to share risk may be influenced by their distributional preferences, with in-
dividuals sharing more the stronger their preference for equality. Among
other factors, the strength of distributional preferences has been found to
depend on the process that generates income. In particular, inequalities due
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to factors within individuals’ control, such as effort, are perceived as largely
justifiable, while more redistribution is observed when income differences
are attributable to elements beyond peoples’ influence, such as pure luck
(see Alesina and Glaeser, 2004, Cappelen et al., 2007, Durante and Putter-
man, 2009 and Krawczyk, 2010). In our set-up, participants can influence
their income in ENDO by actively choosing between two lotteries that differ
in variance. In each situation, by choosing the riskier lottery they can po-
tentially achieve the highest earnings. However, compared to its alternative,
the riskier lottery at the same time entails either an increased likelihood of
the bad state or a lower outcome in the bad state. In contrast to ENDO, indi-
viduals cannot influence their income in EXO as risk exposure is randomly
assigned.

Since risk sharing entails redistribution, everything else equal, individ-
uals’ willingness to share risk may be higher in EXO as compared to ENDO.
The strength of responsibility attributions in ENDO may however be weak,
as risk sharing decisions are made before lottery outcomes are known, that
is when only choices, but not their consequences, are observed. Thus, our
first hypothesis is that average risk sharing is lower in ENDO than in EXO,
but we do not expect this difference to be considerably large [Hp1].

Cappelen et al. (2013) find that after risks are resolved, most individu-
als are not in favor of redistributing income from individuals who avoid risk
to high risk takers that got a low outcome. At the same time most indi-
viduals are willing to eliminate ex post outcome differences resulting from
differences in luck among risk-takers. This shows that individuals’ pref-
erences for redistributing income are affected by whether others choose to
expose themselves to risk or not. Thral and Rademacher (2009) study how
much individuals that choose a safe option are willing to transfer to individ-
uals that instead choose a risk, and loose. The authors compare transfers
to a situation in which all participants are exposed to risk, and find that
subjects are less generous towards those whose bad outcome is a result of
their risk-taking actions compared to those who could not influence their
outcome. As this evidence suggests that responsibility for risk taking mat-
ters for redistribution preferences, we want to investigate whether responsi-
bility attributions for risk exposure affect risk sharing in a similar manner.
In particular, we hypothesize that low risk takers share less with high risk
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takers as compared to what they share with low risk takers, and that this
difference is smaller in the EXO treatment [Hp2]. Employing the strategy
method allows us to observe risk sharing decisions both for the case where
the partner’s risk exposure is high and low. Hence, we can test whether in
ENDO individuals condition risk sharing decisions on their partner’s risk
exposure to a different extent as compared to EXO.

4.4 Results

We start our analysis by comparing average risk sharing between treat-
ments and proceed by investigating risk sharing within treatments. In par-
ticular, we investigate how an individual’s decision to share risk depends
on his risk exposure and risk preferences, and on the risk exposure of the
sharing partner. Before we present the results on risk sharing, we estimate
participants’ risk preferences using the elicited certainty equivalents from
the third part of the experiment.

4.4.1 Elicited risk preferences

For the elicitation of participants’ risk preferences we assume a power utility
function for money U(x) = xα and estimate the parameter value of α ∈]0,∞[
at the individual level, by minimizing the sum of squared distances (see
Wakker, 2008 and Wakker, 2010). That is:

min
α

∑
n

[(pnHα
n + (1− pn)lαn)

1
α − cen]2

where the first term in brackets indicates the theoretically predicted cer-
tainty equivalent for lottery n, and cen is the elicited certainty equivalent
of lottery n = 1, ..8. To correct for heteroscedasticity lotteries are normalized
to uniform length. We find that the median participant is characterized by
α= 0.89 (s.d. α= 0.41, mean α= 0.93). A majority of 67% of participants is
risk averse. In the remainder we focus on the results regarding subjects that
in the second part of the experiment are selected to choose the risk sharing
levels.

Since options are randomly assigned in the EXO treatment, we observe
no correlation between subjects’ estimated risk preferences and the type of
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lotteries assigned to them (Spearman’s rho=-0.01, p-value=0.96). In other
words, in many cases an individual is exposed to a risk that is not in line
with his risk preferences. On the other hand, in ENDO the estimated coef-
ficient of risk aversion α is positively correlated with the number of times
an individual chooses the riskier option in the risk exposure part (Spear-
man’s rho 0.42, Pearson correlation 0.40, p-value< 0.05). This implies that
the more an individual is risk seeking (averse) the more often he selects the
riskier (less risky) lottery in the risk exposure part. Table 4.2 indicates, for
each situation, the percentage of risk averse and risk seeking individuals
that in the risk exposure part choose a lottery in line with their estimated
risk preferences. From now on, we refer to those cases as ‘consistent’, and
as ‘inconsistent’ otherwise.

Table 4.2: Risk preferences and risk exposure, ENDO

Situation Choose r and α< 1 Choose R and α> 1
I 67% 50%
II 70% 39%
III 57% 72%
IV 60% 67%

In a majority of cases subjects choose a risk exposure in line with their
estimated risk preferences, the occurrence of consistent behavior being es-
pecially high among risk averse individuals.

In the following analysis we present our results on risk sharing. For the
interpretation of risk sharing decisions, in the EXO treatment we wish to
control for whether subjects are exposed to a risk that is likely to be desir-
able for them, as this changes the incentives for sharing risk with others. To
this end, we use individuals’ estimated risk preferences. In the ENDO treat-
ment elicited risk preferences are a good predictor of risk exposure choices:
thus, we first conduct the analysis of risk sharing behavior taking only indi-
viduals’ chosen risk exposure into account. Successively, we also distinguish
individuals based on whether their chosen risk exposure is in line with their
estimated risk preferences.
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4.4.2 Risk sharing

When averaging over all situations, we find that risk sharing is equal to
56% in EXO and lower in ENDO, with 50%. In order to test whether this
difference is statistically significant [Hp1], we run an OLS regression with
risk sharing as the dependent variable, controlling for the risk exposure of
both sharing partners and the decision maker’s estimated risk preferences.
We find that the coefficient of the treatment dummy is insignificant, and
thus conclude that there are no significant differences in risk sharing levels
between the ENDO and EXO treatment. All regression results are reported
in the Appendix.

Result. Average risk sharing is not significantly different when risk exposure
is random as compared to when it is an individual choice.

In order to test our second hypothesis [Hp2], in the remainder we focus
on the relation between risk sharing decisions and risk preferences. Since
we employ the strategy method, we can apply a within-subject analysis. We
compare individuals’ risk sharing behavior when their sharing partner faces
option r to the case where their partner faces the riskier option R.

We start by distinguishing individuals based on their risk exposure only
and first look at those that were assigned (EXO) or chose (ENDO) the safer
lottery r. Figure 4.1 shows average risk sharing in all situations separately
for both treatments. The dark bars display average risk sharing levels in
cases where both individuals i and j face option r, whereas the light bars
represent average risk sharing when the sharing partner, j, faces option R
instead.

Averaging over all situations, we find that in the EXO treatment risk
sharing is 55% when the partner’s option is r and 57% if it is R. A two-tailed
Wilcoxon signed-rank test, henceforth WS, shows that these risk sharing
levels are not significantly different (p-value=0.60). Results remain insignif-
icant even when we only consider those subjects characterized by risk averse
preferences, as measured by α (WS test p-value≤ 0.24). This is important
because it shows that results for EXO are not driven by the presence of in-
dividuals who are exposed to a risk that they would likely not have chosen
by themselves. A WS test conducted for each situation separately confirms
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that when risks are exogenous, the partner’s risk exposure is not related to
risk sharing in a statistically significant way (WS test p-value≥ 0.51).

a) EXO b) ENDO
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Fig. 4.1: Average Risk sharing of subjects facing option r (%)

Results are fairly different in the ENDO treatment. The average risk
sharing level is 54% when the sharing partner chooses lottery r and only
45.5% in case the partner opts for lottery R. This difference is highly sig-
nificantly different (WS test p-value=0.01). A systematic trend in behavior
in all situations can be observed. Among individuals who choose r, less risk
is shared on average when the partner chooses option R as compared to op-
tion r. The difference is statistically significant in situations I and II, in
which high risk taking includes the possibility of a zero outcome (WS test
p-values≤ 0.08). Results are not significant in situations III and IV (WS test
p-values≥ 0.49). We thus conclude that only when risk exposure is deliber-
ate, individuals condition their risk sharing behavior on their partner’s risk
exposure.

Result. Individuals who choose to expose themselves to a low risk share less
risk with a high risk taker as compared to someone who also makes a cau-
tious choice. This difference is statistically significant when high risk taking
includes the possibility of a zero outcome. When risk exposure is randomly
assigned, individuals do not condition their risk sharing on their partner’s
risk exposure.

We now conduct the same type of analysis for individuals that are as-
signed (EXO) or choose (ENDO) the riskier option R. We find that in both
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treatments and in all decision situations, individuals do not condition their
risk sharing choices upon the risk exposure of their partner (WS test p-
value≥ 0.25).5 Average risk sharing in EXO is 53% when the partner is
assigned r and 58% when the partner’s option is R. The according values are
51% and 53% in the ENDO treatment.

Result. Individuals that are exposed to a high risk neither condition their
risk sharing on their partner’s risk exposure when risk is endogenous nor
when it is random.

As anticipated in the previous section, our analysis proceeds by separat-
ing the cases where subjects choose (are assigned) a risk exposure in line
with their estimated risk preferences from those where this is not the case.
This is especially interesting in order to understand risk sharing decisions
in the ENDO treatment, as we find that subjects’ behavior is systematically
related to the consistency of the chosen risk exposure with the estimated risk
preferences. This approach confirms that in the EXO treatment risk shar-
ing decisions are never conditioned on the partner’s risk exposure. Indeed,
we do not observe any systematic trend both at aggregate level (WS test p-
value≥ 0.41), as well as at the situation specific level (WS test p-value≥ 0.11)
when we control for whether individuals face an option consistent with their
estimated preferences. In the following we exclusively focus our attention to
the analysis of risk sharing behavior when risks are endogenously chosen.

We first consider the cases where participants choose an option consis-
tently with their estimated risk preferences. The importance of analyzing
risk sharing behavior when choices are consistent is evident if considering
that such choices are simply most frequent, as shown in Table 4.2. Further,
many individuals display the same attitude towards risk across different
domains (see Einav et al., 2012 and Dohmen et al., 2011) and hence, the
following results are perhaps our most generalizable ones.

Among risk averse individuals that choose the low risk option r, the aver-
age risk sharing level is 58% when the sharing partner also chooses option r,
but 10 percentage points lower when the partner chooses option R (WS test

5Figure 4.3 in the Appendix shows average risk sharing levels in both treatments.
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p-value= 0.04).6 Figure 4.2 a) shows the average risk sharing levels in each
decision situation.

a) Consistent risk averse b) Consistent risk seeking

0

20

40

60

80

100

I II III IV

i − r, j − r i − r, j − R

0

20

40

60

80

100

I II III IV

i − R, j − R i − R, j − r

c) Inconsistent risk averse d) Inconsistent risk seeking

0

20

40

60

80

100

I II III IV

i − R, j − R i − R, j − r

0

20

40

60

80

100

I II III IV

i − r, j − r i − r, j − R

Fig. 4.2: Average risk sharing in ENDO taking consistency into account

In line with the results of the previous section, we find the same pattern
of behavior in situations I to IV: i’s willingness to share risk with j is lower
when j chooses the riskier lottery, R. This difference is statistically signifi-
cant in situations I and II (WS test p-value= 0.08 and 0.04, respectively). In
situations III and IV differences are insignificant (WS test p-value≥ 0.4).

We now consider risk seeking participants that act consistently, and thus
choose R. The average sharing level is 42% in case the sharing partner also
chooses option R. In contrast, in case the sharing partner chooses option

6Our unit of observation is an individual’s average risk sharing level calculated over
those situations where the individual chose an option in line with his estimated risk prefer-
ences.
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r, the average sharing level is 51% (WS test p-value= 0.11). Figure 4.2 b)
shows that when risk seeking subjects act consistently, they systematically
share more risks with subjects who choose the safe option. Differences are
statistically significant at the 5% level in situation II. In the other situa-
tions, most likely because of the limited number of observations, differences
are insignificant (WS test p-value≥ 0.16). In sum, risk sharing behavior of
consistent risk seeking participants displays the same tendency as in cases
where risk averse individuals choose consistently: facing a high risk taker
as sharing partner reduces people’s willingness to share risks.

Result. When risk exposure is endogenous and individuals choose their risk
exposure in a consistent way, they tend to share more risk with a partner that
made a cautious choice as compared to a risky one.

In the last part of the analysis we turn our attention to the cases where
individuals in the ENDO treatment choose an option that is not in line with
their estimated risk preferences. We will not try to provide an explanation
of the observed inconsistencies, but rather focus on understanding risk shar-
ing behavior in these cases. We begin by considering risk averse individuals
who select option R. Risk sharing is on average 61% when their sharing
partner also chooses option R. On the other hand, when the other member
chooses option r, the average sharing level is 50%. Hence, in contrast to
what is observed when risk averse individuals act consistently, they share
less risk if their partner chooses option r (WS test p-value=0.14). Figure 4.2
c) shows the average sharing levels per situation. Note that in all situations
i shares on average less risk when j chooses the safer option r as compared
to when he chooses R. This difference is statistically significant in situation
I and IV (WS test p-value=0.08 and 0.09 respectively). In the other situa-
tions differences are statistically insignificant (WS test p-value≥ 0.39). We
conclude that in case generally cautious individuals select the riskier option
they prefer to share more risk with individuals who make the same risky
choice.

Result. Risk averse individuals that decide to expose themselves to a high
risk tend to share less risk with a cautious sharing partner as compared to a
high risk taker.
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Lastly, we note that the behavior of risk seeking individuals that choose
inconsistently does not present any systematic trend. The average sharing
level is 46% when the sharing partner also chose option r and 45% when he
chose option R (WS test p-value=0.78). There are no significant differences
within situations (WS test p-value≥ 0.20), as suggested by Figure 4.2 d).

To summarize, we find a lower willingness to share risk with high risk
takers whenever individuals choose a risk exposure in line with their esti-
mated risk preferences. However, when individuals deviate from their gen-
eral risk preferences, they either do not condition their risk sharing on the
partner’s risk exposure or share more with high risk takers. Importantly, we
find that none of the described effects emerges in the EXO treatment, that
is when risk exposure is beyond individuals’ control. Our results thus allow
to conclude that responsibility for risk exposure matters for individuals’ risk
sharing decisions.

4.5 Discussion and conclusion

In this study we experimentally investigate how individuals’ support for risk
sharing is related to whether risk exposure is deliberate or unswayable, to
individuals’ own risk preferences and to the risk exposure of the sharing
partner.

Our main result is that when risk exposure is deliberate individuals are
less willing to share risk with high risk takers as compared to low risk tak-
ers. When risk exposure is instead exogenous, risk sharing decisions are not
conditioned on the risk exposure of the sharing partner. The observation
that low risk takers’ sharing decisions are affected by responsibility attri-
butions carries important practical consequences for voluntary risk sharing
arrangements. Indeed, in expectation, individuals who, for example, avoid
unhealthy habits contribute more than high risk takers to the risk sharing
pool. Hence, their support of risk sharing arrangements is fundamental for
their sustainability. Interestingly, even in situations where individuals con-
sistently take high risk they prefer to share more risk with those who choose
a low risk exposure.

When averaging over all the different situations we analyze, we also find
that risk sharing is higher, but not significantly so, when risk exposure is
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random as opposed to deliberate. This suggests that, compared to ex-post
redistribution decisions, ex-ante decisions that carry redistribution effects
may be less influenced by whether individuals’ outcomes are generated by
deliberate risky choices. Another possible explanation is related to the fact
that in our set-up responsibility is associated to choice under risk, while
previous studies have compared income differences due to luck with those
due to effort (see, for instance, Cappelen et al., 2007).

Importantly, our results can only be a lower bound of how much the sup-
port for risk sharing is a function of others’ risk taking behavior. The riskier
options in our set-up are characterized by potential outcomes that are more
extreme in a negative and positive way, as compared to their safer alterna-
tives. Thus, sharing risks with a high risk taker can be attractive, since it
potentially allows to profit from a high income. However, habits like smok-
ing, overeating and reckless driving hardly have positive externalities for
society, as taking a high risk can at best increase the utility of the risk taker.

Taken together, our results suggest that measures that at least partly
account for risk takers’ responsibility for higher expected benefits from the
system, such as raising smokers’ health insurance premiums, may be de-
sired. However, this is only the case if risk exposure is perceived as a choice.
When risks are exogenous, for any risk preference, average risk sharing lev-
els do not systematically vary with the risk exposure of the risk sharing
partner. Thus, it seems that when risk is not a choice, redistribution mo-
tives may partly override self-interested insurance purposes. It remains an
open question under which circumstances some preferences and behaviors
are perceived as more exogenous, and thus less deserving to be condemned,
than others (Bossert and Fleurbaey, 1996). An interesting avenue for fu-
ture research would be to investigate how individuals’ perception of choice
responsibility can be influenced in order to promote support for risk sharing.

We conclude with a note on those situations where individuals who are
generally cautious choose a high risk. The fact that these individuals share
more with partners that made the same risky choice suggests that when
they ‘dare’ to take risks they can better identify with other high risk takers.
This identification effect may keep individuals from lowering risk sharing
and, in contrast, induce them to even share more risk with the partner they
identify with. This interpretation is suggested by studies showing a positive
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relationship between social identification and willingness to redistribute in-
come (see Klor and Shayo, 2010, and Fowler and Kam, 2007). Further in-
vestigations are however needed to test the robustness of this effect.

88



CHAPTER 4. RISK TAKING AND RISK SHARING

4.6 Appendix

4.6.1 Regression results and additional figure

Table 4.3: Risk sharing level, treatment comparison.

Variable Coefficient (Std. Err.)
ENDO -4.753 (3.752)
i-r, j-R -3.638 (2.331)
i-r, j-R -1.139 (3.396)
i-R, j-r -2.018 (2.843)
alpha 1.758 (3.910)
Intercept 55.860∗∗∗ (4.402)

N 832
R2 0.009
F (5,103) .969

Note: Standard errors are robust to heteroskedasticity
and are clustered around subjects; the case i-r, j-r is
the omitted treatment category; ENDO is a treatment
dummy.
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Fig. 4.3: Average Risk sharing of subjects facing option R (%)

4.6.2 Experimental instructions

The following instructions appeared on participants’ computer screens (ex-
empt from the headlines in squared brackets).

Part 1 [Risk exposure part]
This is a screen shot of a typical decision situation that you are going to face.
You are not asked to make choices now! Please have a careful look.

Fig. 4.4: Screenshot risk exposure part
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In this example, Option A yields 30 Euro with 20% chance and 0 Euro
with 80% chance. Option B yields 12 Euro with 50% chance and 0 Euro with
50% chance. In order to choose between Option A and Option B you will
have to tick one of the boxes surrounded by the red frame.
Assume, for instance, that the decision situation above is selected to be rel-
evant for your payment and also assume that you chose Option B. It follows
that at the end of the experiment a random draw will determine whether
your outcome is 12 Euro or 0 Euro.
This outcome, together with the other decisions that you will make in this
part of the experiment will determine your final earnings. In the following
screens we will explain in detail how your earnings are affected by this out-
come.

Part 1 (continued) [Risk sharing part]
After everyone has made choices between Option A and Option B, you will
be randomly matched with another participant in the room. The two of you
form a group. One person in the group (you or the other participant) will
be randomly selected. For each of the 5 decision situations you faced before,
the selected person has to choose a number between 1 and 100, which deter-
mines the individual outcome’s percentage that each group member deposits
in a group account.
At the end of the experiment, one decision situation will be randomly se-
lected and the outcomes of the chosen options will be determined. Conse-
quently, the amount in the group account will be calculated and equally di-
vided between the two persons in the group. Notice that the selected person
is asked to choose the percentage before the outcomes of the chosen options
are known.

Assume, for instance, that you are selected to choose the percentages. In
a given decision situation, you will have to make a choice before you know
the outcome of the option you chose and before you know the outcome of the
option chosen by the other person in the group.
Also notice that the selected person has to choose percentages for each of the
5 decision situations because the decision situation relevant for payment is
only determined at the end of the experiment. Therefore, each choice has
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to be considered in isolation from the others, as if it were the one which is
relevant for payment.
On the following screen the determination of earnings is illustrated with the
help of examples.

Part 1 (continued)
Imagine now that you have been selected to choose the percentage.

Example 1. Assume that both you and the other person in the group have
chosen Option A, which in the preceding example yields 30 Euro with 20%
chance and 0 Euro with 80% chance. Let’s say that you choose the percent-
age value 40%. At the end of the experiment the uncertainty concerning
your earnings is resolved; assume that Option A eventually yields 30 Euro
to you and 0 Euro to the other person. It follows that:
- The group account consists of 12 Euro (that is, 0.4*30+0.4*0=12+0).
- Your return from the group account is 6 (=12/2) Euro.
- Your earnings are 24 Euro (=30-12+6).
- The earnings of the other person in the group are 6 Euro (=0-0+6).

Example 2. Assume now that in the same decision situation you have cho-
sen Option A, which yields 30 Euro with 20% chance and 0 Euro with 80%
chance, and that the other person chose Option B, which yields 12 Euro with
50% chance and 0 Euro with 50% chance. Let’s say that you choose the per-
centage value 70%. At the end of the experiment the uncertainty concerning
your earnings is resolved. If Option A eventually yields 30 Euro to you and
Option B yields 12 Euro to the other person. It follows that:
- The group account consists of 29.4 Euro (that is, 0.7*30+0.7*12=21+8.4).
- Your return from the group account is 14.7 (=29.4/2) Euro.
- Your earnings are 23.7 Euro (=30-21+14.7).
- The earnings of the other person in the group are 18.3 Euro (=12-8.4+14.7).

This is a screen shot of a typical decision situation that you are going to face.
You are not asked to make choices now! Please have a careful look.
In case you are selected to choose the percentages, you are asked to do this
twice for each decision situation. First, for the case that the other person
in your group chose Option A (red circle) and second for the case that the
other person in your group chose Option B (red square). When choosing
the percentages you will not be informed about the actual option chosen by
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Fig. 4.5: Screenshot risk sharing part

the other person in your group. At the end of the experiment the percent-
age associated to the actual choice of the other person in your group will be
implemented. In other words, you will choose percentages for two possible
scenarios. Since you do not know which one will be relevant for your pay-
ment, you have to make each choice in isolation and with the same accuracy.
Notice that your outcome may be different from that of the other person in
your group even if both chose the same option.
Also notice that if you choose a percentage of 0 your earnings and the earn-
ings of the other person in the group will exclusively depend on the individ-
ual outcome of the option that each of you chose. Conversely, if you choose a
percentage of 100 your earnings and the earnings of the other person in the
group will be equal to each other, as they will be the sum of your outcomes
divided by 2.

Part 2 [Elicitation of risk preferences]
You are now going to make a series of decisions. These decisions will not
influence your earnings from the first part of the experiment, nor will the
decisions you made in the first parts of the experiment influence the earn-
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ings from this part. Furthermore, the decisions you are going to make will
only influence your own earnings.
You will be confronted with 9 decision situations. All these decision situa-
tions are completely independent of each other. Each decision situation is
displayed on a screen. The screen consists of 20 rows. You have to decide for
every row whether you prefer Option A or Option B. Option A is the same
for every row in a given decision situation, while Option B takes 20 different
values, one for each row.
Note that within a decision screen you can only switch once from Option B
to Option A: if you switch more than once a warning message will appear on
the screen and you will be asked to change your decisions.
This is a screen shot of a typical decision situation that you are going to face.
You are not asked to make choices now! Please have a careful look.

Fig. 4.6: Screenshot risk preferences elicitation

Determination of earnings
At the end of the experiment one of the 9 decision situations will be randomly
selected with equal probability. Once the decision situation is selected, one
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of the 20 rows in this decision situation will be randomly selected. The choice
you have made in this specific row will determine your earnings.
Consider, for instance, the first screen shot that you have seen. Option A
gives you a 50% chance to earn 12.- Euro and a 50% chance to earn nothing.
Option B is always a sure amount that ranges from 12.- Euro in the first
row, to 0.6 Euro in the 20th row. Suppose that the 12th row is randomly
selected. If you would have selected Option B, you would receive 5.4 Euro.
If, instead, you would have selected option A, the outcome of the lottery de-
termines your earnings. At the end of the experiment the lottery outcome
will be determined by the computer.

Please note that each decision situation has the same likelihood to be the
one that is relevant for your earnings. Therefore, you should view each de-
cision independently and consider all your choices carefully.
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5.1 Introduction

In principal-agent relationships the benefits of the principal typically de-
pend on the extent to which the agent exerts costly effort. It is thus in
the principal’s interest to control the agent in order to ensure a minimum
benefit for himself. Whereas standard economic theory evaluates control-
ling interventions to be effective in increasing effort, there is evidence that
control can have detrimental effects on agents’ effort provision. Falk and
Kosfeld (2006), henceforth referred to as FK, implement a principal agent
game where the principal can decide to control the agent by imposing a min-
imum effort requirement before the agent makes his effort decision. The
authors find evidence for hidden costs of control in the sense that a majority
of agents transfer less to the principal if controlled than if not controlled. In
their experiment these hidden costs of control even outweigh the disciplin-
ing effects that control has for the selfish agents with the consequence that
effort provision is lower on average when control is imposed as compared to
when the principal refrains from controlling.

A multitude of mechanisms have been proposed to rationalize this neg-
ative effect. The constraint may be interpreted as a signal that the prin-
cipal is selfish and is thus not worth impressing with high effort provision
(Ellingsen and Johannesson, 2008), that the principal is pessimistic about
the social norm of effort provision and believes that most agents are selfish,
which in turn leads conformist types to behave selfishly (Sliwka, 2007) or
that the controller has low expectations about the agent’s effort provision,
which some agents perceive as distrusting (FK). Also, “not being controlled
might be considered to be kind, because not everybody reciprocates not be-
ing controlled with high effort", which leads the agents to positively recip-
rocate with high effort (Siemens, 2013, p.55). Being controlled may further
be disliked as it constrains the agent’s choice autonomy (FK) or control may
undermine agents’ intrinsic motivation to behave pro-socially (see e.g. Deci,
1971; Gneezy and Rustichini, 2000).1

Although many studies find evidence for hidden costs of control in the
set up of FK, most of them do not find that the costs outweigh the disciplin-
ing effect that control has on the selfish agents (see Schnedler and Vadovic,

1The different mechanisms are discussed in more detail in Section 5.2 and Section 5.5.
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2011, Kessler and Leider, 2013, Hagemann, 2007, Ziegelmeyer et al., 2012).
The overall effect of control on agents’ effort provision might be negative,
however, if negative spillover effects on the amount of effort provided to
other principals exist. Constraining an agent’s choice set may not only lower
his intrinsic motivation to behave pro-socially towards the principal whose
transfer is affected by the constraint, but it may lower the agent’s intrinsic
motivation to behave pro-socially towards any principal. Spillover effects
may also occur if control is indeed interpreted as a signal that low effort pro-
vision towards principals is the social norm among agents (Sliwka, 2007).
In order to test whether such indirect hidden costs of control exist, we ex-
tend the experimental setting in FK to a setting with two principals and
one agent. Individuals are randomly matched in groups of three and as-
signed the role of an agent A or one of two principals B and C. The agent
may transfer up to 100 points to each of the two principals who do not have
any endowment. Transfers xB and xC are costly to him but beneficial for
the respective principal. Before the agent makes his decision, principal B
may decide whether to impose a minimum transfer xB> 0. The size of xB is
varied between treatments and is either 5 or 10. Importantly, the choice set
for xC is not affected by the constraint.

We investigate two different types of control. In the internal control
treatment the earnings of the controlling principal, henceforth called ‘con-
troller’, depend on the transfer that is constrained. Control is thus internal
to one of the principal agent relationships. In our external control treat-
ment another person than the principal himself decides about whether to
impose xB. The controller’s earnings are thus independent of the agent’s de-
cision. Hidden costs of control in the latter set-up cannot be explained by a
mechanism that works via a negative reaction towards the controller, such
as negative reciprocity, punishment of distrust, or a lower desire to appear
pro-social to the controller. Hidden costs of imposing a constraint that is per-
ceived as controlling may nevertheless occur via a crowding out of intrinsic
motivation to behave pro-socially (Deci, 1971, Gneezy and Rustichini, 2000,
Gneezy et al., 2011). Also, trusting behavior by an external person may, like-
wise the case of internal control, be interpreted as a signal that the social
norm is to behave pro-socially which is then imitated by conformist agents
(Sliwka, 2007).
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In summary, the aim of this paper is twofold: first, we investigate whether
control (internal or external) entails hidden costs of control via the con-
strained transfer and second, we investigate whether spillover effects to
a second transfer exist in which control can not be applied. Eliciting the
agents’ transfer decisions for both possible decisions of the controller (con-
trol versus not control) allows us to determine the fraction of agents reacting
negatively, neutrally or positively to control towards the two principals. If
the existence of hidden costs of control hinges on the direct impact that the
constrained agent has on the controller’s earnings, external control can be an
effective way to reap the benefits of control without provoking detrimental
side effects.

We find that with internal control, a considerable fraction of agents pro-
vide less effort towards their principal if he decides to control as compared
to if no control is imposed. Their unconstrained effort provided to the sec-
ond principal is, however, not systematically affected by the control decision.
The overall amount of effort provided by the agents to both principals does
not depend on the controller’s decision. In contrast, effort provision is sig-
nificantly higher for both principals when control is imposed by an external
controller than when there is no control. For a low minimum transfer re-
quirement of 5 we find that the transfers to principal B when control is
imposed are significantly higher when this is done by an external controller
as compared to an internal one.

Our results suggest that control per se does not necessarily provoke neg-
ative reactions. Instead, the occurrence of detrimental effects depends on
who is the controller, i.e. whether the controller is the principal who profits
(suffers) from high (low) effort provision by the agent or an external entity
whose earnings are not at stake. Our finding that external but not internal
control is effective in increasing agents’ effort offers a rationale for the dele-
gation of the control decision. Existing literature shows that in the context of
distribution games, responsibility for decision outcomes can be turned away
from a first mover who shifts the distribution decision to a third party (see
e.g. Bartling and Fischbacher, 2012, Coffman, 2011). This is the case even if
the first mover can influence the decision that is eventually made. Likewise,
in our context, less individuals may potentially react negatively to control if
principal B delegates the control decision to an external party.
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5.2 Related literature

As shortly reviewed before, several theories attempt to explain the phe-
nomenon observed in FK. Ellingsen and Johannesson (2008) provide a the-
oretical social-esteem model, in which pro-social agents have a stronger de-
sire to make a good impression on a pro-social principal as compared to a
selfish one. Thus, depending on the agent’s expectation about the princi-
pal’s type his incentive to appear pro-social varies. When the principal de-
cides to impose a constraint on the agent’s transfer he signals that he is a
selfish type whereas refraining from control signals that he is a social type.
Siemens (2013) explains the phenomenon of hidden costs of control by inten-
tion based reciprocity. The author assumes that individuals differ in their
propensity for reciprocity and that worker’s preferences are private infor-
mation, i.e. the principals do not know the shares of reciprocal and selfish
workers. If a principal decides not to control, this is kind towards the selfish
individuals as it allows them to reduce their effort and thus increase their
payoffs. At the same time it is unkind towards the reciprocal agents as they
react by increasing effort which however implies a lower payoff for them. If
agents however take into account that principals legitimately believe them
to be selfish, not imposing control can also be perceived as kind action by
reciprocal agents, leading them to reciprocate with higher effort. Sliwka
(2007) provides a signaling model, in which the principal’s control decision
signals his confidence that many workers are selfish. The author assumes
that for one type of workers, the conformist workers, preferences are deter-
mined by their belief about the relative frequency of selfish and fair-minded
workers. They adapt the preferences of those individuals that they believe
are in the majority and thus behave more selfishly when controlled. The
model is based on the assumptions that some uncertainty about appropriate
behavior exists and that the principal’s decision gives a credible signal about
the distribution of types.

Our experiment is further related to studies on the effects of mone-
tary incentives via an interaction with psychological incentives (see Gneezy
et al., 2011, Frey and Jegen, 2001 or Bowles and Polania-Reyes, 2012 for
overviews). For example, Gneezy and Rustichini (2000) find that low mon-
etary incentives have a detrimental effect on performance for Israeli high
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school children who are doing volunteer work (collecting monetary dona-
tions). Introducing a performance dependent payment leads to significantly
lower amounts collected as compared to when no monetary compensation
was offered. The findings suggest that the childrens’ reward was shifted
from social approval to receiving money which was a lower incentive for
them to perform well. Boly (2011) implements experiments in the field and
in the laboratory using a real-effort task which consists of finding mistakes
in papers. The number of undetected mistakes determines the size of the
penalty that is imposed on the participants. Comparing two monitoring
treatments that differ in their severity to a benchmark of no monitoring,
he finds that monitoring significantly increases effort. This difference is in-
dependent of the severity of monitoring. He further finds that monitoring
only has a significant disciplining effect on selfish graders, but not on intrin-
sically motivated ones. The grader’s decision to reject a bribe offer by one of
the authors of the graded papers serves as a proxy for intrinsic motivation.
Fehr and Rockenbach (2003) conduct a trust game in which the investor has
the possibility to indicate a desired back transfer and to impose a fine on the
trustee in case he does not meet his claim. The authors compare behavior
to a trust game in which the imposition of a fine is not possible. They find
that if the investors impose the fine, trustees’ back- transfers are smaller
as compared to when no fine option existed or when the fine was not im-
posed. Moreover, they find that back-transfers are significantly lower when
the desired back-transfers are high than when they are low. They conclude
that economic incentives that are associated with greedy or selfish inten-
tions cause negative effects on altruistic cooperation. As Gneezy et al. (2011)
point out a "basic condition for the existence (and empirical evidence) of in-
trinsic motivation is that the activity should be exercised even when reward
is absent". Similarly, in our experiment, some agents may be intrinsically
motivated to behave pro-socially towards the principal even when no control
is imposed. In that case control may have an adverse effect on individuals’
motivation to behave in the principals’ interest.
FK argue that the feeling of distrust and a perceived lack of choice autonomy
are responsible for the existence of hidden costs of control. They conduct a
control treatment in which they eliminate distrust and control by presenting
the participants with a game in which the principal does not decide whether
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to control or not (nor does another person), but instead the strategy set of
the agent is restricted right away. As no active choice decision of the experi-
menter is made (salient), participants may not feel controlled or distrusted.
The authors do not find a crowding out effect in that setting.2

Concerning the existence of spillover effects, to the best of our knowl-
edge, only principal-agent relationship internal spillover effects have been
analyzed so far. This means spillover effects from a constrained effort dimen-
sion to another unconstrained one while both dimensions affect the same
principal’s earnings. Frey and Benz (2001) investigate experimentally what
they call the ’motivation transfer’ effect. This effect implies that incentives
reduce intrinsic motivation in areas that are not subject to the intervention.
They conduct a trust game experiment in which an employer first transfers a
wage to the agent, indicates a desired quantity (back transfer) and can then
decide whether to impose a conditional deduction on the agent in case he
does not meet his desires. Then the agent decides how much work quantity
and how much work quality to provide. The authors find that the impo-
sition of the conditional deduction also crowds out intrinsically motivated
voluntary cooperation in the area not subject to the restriction, the work
quality. Belot and Schröder (2013) conduct a field experiment in which they
investigate the effect that monitoring has on various forms of counterpro-
ductive behavior. They find that monitoring in one dimension has negative
spillover effects to other unmonitored dimensions where cheating is least
costly. In our experiment we investigate spillover effects between principal
agent relationship, i.e. we investigate whether the imposition of control not
only affects the transfers to the principal that is affected by the constraint,
but whether it also affects the agents’ uncontrollable transfers to another
principal.

Several experimental papers replicate the existence of hidden costs of
control in the FK set-up and investigate the conditions under which hidden
costs indeed occur. Schnedler and Vadovic (2011) make control more legiti-
mate in their experiment by a) introducing the possibility that the principal

2The authors further find that behavior does not differ depending on whether individuals
make their decisions after they learn about the principal’s choice or whether the strategy
method is applied. Also, they find the existence of hidden costs of control to be robust to a
gift-exchange setting where the principal can additionally set a wage level beforehand.
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faces a selfish computerized agent who determines the effort of the agent
and b) changing the frame of the agent’s and the principal’s decisions such
that the possible restriction prevents stealing from the principal. They find
that a crowding out effect does not exist when control is legitimized because
it prevents selfishness or theft. Kessler and Leider (2013) find that hidden
costs only exist if a) a high effort-provision norm preexists, b) control is im-
posed unilaterally and has an asymmetric effect on the agent, c) control is
weak and d) the agent would also control if he was in the role of the principal.
Ziegelmeyer et al. (2012) observe hidden costs of control that outweigh the
disciplining benefits of control when decisions are made hypothetically and
are thus not relevant for participants’ earnings. When participants across
several subject pools are paid based on actual decisions made in the experi-
ment a crowding out effect can be observed, but it is not found to dominate
the benefits of control. Lastly, Hagemann (2007) find that the existence of
hidden costs of control is highly sensitive to the framing of the experimen-
tal instructions. Describing the imposition of the minimum transfer as ’the
principal is able to force the agent’ leads to significantly more hidden costs
of control as compared to ’the principal is able to constrain the agent’ (the
latter wording we apply in our instructions).

The remainder of the paper is organized as follows. Sections 5.3 and 5.4
describe the experimental design and procedures. Section 5.5 summarizes
theoretical predictions and hypotheses. Results are presented in Section 5.6.
In Section 5.7 we discuss the results and conclude.

5.3 Design

We implement the following multiple principals-agent game in the exper-
imental laboratory. Individuals are randomly matched in groups of three
and assigned the roles of either the agent A or one of two principals B and
C. The agent is endowed with 220 points, whereas the principals B and C do
not have any endowment. The agent chooses effort levels xA and xB, which
are costly to him but beneficial for the respective principal. The costs for the
agent are c(xB)= xB and c(xC)= xC while the benefits are 2 · xB for principal
B and 2 · xC for principal C. Consequently, the earnings functions are given
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by:

ΠA = 220− xB − xC for agent A
ΠB = 2 · xB for principal B
ΠC = 2 · xC for principal C

Before the agent decides on xB and xC the agents’ choice set for the transfer
xB may be constrained. The person eligible to impose this constraint is called
the ’controller’. He can either impose a fixed minimum transfer xB> 0 for the
agent’s transfer to principal B such that xB ∈ [xB, ...,99,100] or he can leave
the choice set unconstrained, allowing the agent to choose any integer value
between 0 and 100. The choice set for xC can not be constrained such that
xC ∈ [0,1,2, ...100] always holds. We chose this one-dimensional constraint
set-up in order to investigate whether the imposition of a constraint xB has
an impact on the unconstrained transfer to principal C.

We implemented four treatments that differ with respect to who is given
the option to constrain the agent and with respect to the size of xB. In the
two internal control (IN) treatments, principal B is the controller. Thus,
the agent’s eventual reaction on being constrained or not directly affects the
earnings of the controller. In the two external control (EX) treatments, the
controller is a person outside the group. Specifically, this will be a principal
B* of another group. B*’s earnings do not depend on A’s transfer decision
but on the transfer decision of agent A* in his own group (who may be con-
strained by a principal B’ from yet another group). Figure 5.1 displays the
interactions structure of the IN and the EX treatments.

In contrast to the IN treatments, in the EX treatments the agent’s trans-
fer to principal B that is affected by the constraint does not determine the
earnings of the controller.3 Comparing agents’ behavioral reactions to the
two types of control allows us to investigate whether the agents’ possibility
to directly react towards the controller is crucial for the existence of hidden
costs of control and the potential spillover effects.
We implement two variations of the IN treatment and the EX treatment re-
spectively, with xB being either 5 or 10 points. The four different treatments

3Each participant B is asked to indicate whether he wants to constrain participant A’ of
another group in his transfer to the principal B’ in that other group. See Appendix 5.8.3 for
the instructions.
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Fig. 5.1: Interaction structure IN and EX treatments

are henceforth denoted as treatments IN5, EX5, IN10 and EX10. Predic-
tions for the agents’ behavior will be discussed in Section 5.5.

5.4 Procedures

In all treatments, principals and agents interact only once in the computer-
ized experiment. We employ the strategy method in order to elicit the agents’
transfer decisions for two conditions (Selten, 1967). The first one is that the
controller imposes the minimum transfer xB (constrained condition) and the
second is that he refrains from doing so (unconstrained condition). To con-
trol for possible order effects we randomize the order of appearance of the
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two cases on the computer screens.4 For simplification, in the following we
will refer to the transfers to principal B and C in the constrained condition
as xc

B and xc
C with the superscript ‘c’ standing for ‘constrained’.5 Likewise

transfers made in the unconstrained condition are referred to as xnc
B and xnc

C
with the superscript ‘nc’ standing for ‘not constrained’. The strategy method
allows us to elicit xc

B, xc
C and xnc

B , xnc
C for each agent. Which of the two sets of

transfer decisions is eventually relevant for participants’ earnings depends
on the actual decision of the controller. Participants are told that at the end
of the experiment a final screen will inform them about the decisions that
were made (the controller’s and the agent’s decisions) and about the result-
ing earnings in the own group.

In order to increase participants’ understanding of the instructions and
the earnings procedure they were asked to create and correctly answer three
hypothetical control questions administered before the actual start of the
experiment.

Before being paid out and released participants were asked to fill out
a set of questionnaires (see Appendix 5.8.4). The first questionnaire is re-
lated to how individuals perceive the imposition of a constraint and the con-
troller.6 The second questionnaire is adopted from Dohmen et al. (2009)
and elicits individuals’ positive and negative reciprocity attitudes. The third
questionnaire captures individuals’ perception of justice and is adopted from
Dalbert (2000). Lastly, individuals were asked to fill out a questionnaire that
gathered information on their socioeconomic characteristics.

The experiment was conducted at the Behavioral and Experimental lab-
oratory (BEElab) at Maastricht University. Subjects were recruited on line
with the system ORSEE (Greiner, 2004). For the computerized implementa-
tion we used the software z-tree (Fischbacher, 2007). Upon arrival at the lab
subjects were randomly matched in groups and allocated the role of a princi-
pal or that of the agent. A session lasted approximately 35 minutes and the
average earnings were 6,50 Euro. In total 300 subjects participated in the

4See Appendix 5.8.2 for the decision screens of the controller and the agent.
5Note, that ‘constrained’ is solely referring to the constraint on the transfer to principal

B.
6Participant A is asked the questions stated in the Appendix, whereas the two principals

are asked about their beliefs about A’s answers.
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experiment (75 in each treatment), out of which 100 participants were as-
signed the role of an agent. Importantly, each participant only participated
in one of the four treatments.

5.5 Predictions

In our experimental set-up there are two decisions that may be affected by
the principal’s control decision. We will refer to the effect on the controllable
transfer to principal B as ’direct’ effect, whereas the effect on the uncontrol-
lable transfer to principal C is denoted as ’indirect’.

Selfish agents Irrespective of whether an internal principal B or an ex-
ternal principal B* has the option to impose a constraint on the transfer to
principal B, the predictions are identical for purely self-interested individu-
als. If no constraint is imposed, agents are predicted to not transfer anything
to any of the two principals xnc

B = xnc
C = 0. If the constraint is imposed they

are predicted to transfer the minimum possible to both principals, which is
xc

B = xB and xc
C = 0. Anticipating this behavior participant B always imposes

the constraint in the IN treatment. In the EX treatment B* is indifferent
between imposing and not imposing the constraint, since this decision does
not have any monetary consequences for himself.

Social preferences Abundant empirical evidence has however demon-
strated that, in contrast to the classical assumption of self-interested agents,
a considerable fraction of individuals can be characterized by a concern for
others (see, for example, Camerer, 2003, and Forsythe et al., 1994). Em-
anating from the existence of outcome-based social preferences, agents are
predicted to make positive transfers to principal B and to principal C by
choice. That way, they ensure positive earnings for the other participants
and reduce inequalities between themselves and others.
If an agent’s preferred transfer to B is larger than the minimum required
transfer xB, outcome-based models predict his choice not to be affected by
whether a constraint is imposed or not. Likewise, the transfer to C will al-
ways be the same irrespective of the controller’s decision. If, instead, the
agent’s preferred transfer is smaller than xB, it is automatically increased
to the minimum in case a constraint is imposed and stays unaffected oth-
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erwise. If agents have a preference for earning a certain relative share of
the payoffs, the transfer to C will be lower in the constrained condition as
compared to the unconstrained one (see Bolton and Ockenfels, 2000).

Behavioral reactions to control Agents that are intrinsically moti-
vated to pass on some of their endowment might however show a negative
direct reaction to the internal imposition of a constraint. Potential reasons
for this behavioral reaction are discussed in Section 5.2. Control might sig-
nal that the controller is selfish and agents have no incentive to appear
pro-social to a selfish controller (Ellingsen and Johannesson, 2008), the con-
troller’s control decision may be perceived as unkind and lead agents to
negatively reciprocate to him by lowering effort provision (Siemens, 2013),
or control might signal that the controller has low expectations about the
agent’s effort provision, which some agents perceive as distrusting and ’pun-
ish’ with low effort (FK). For all these mechanisms to apply it is necessary,
that the controller benefits (suffers) from higher (lower) effort provision by
the agent, as it is the case in the internal control treatments. Alternatively,
control may give a signal about the principal’s confidence that many agents
are selfish which leads conformist types to behave selfishly themselves (Sli-
wka, 2007) or it may interact with agents’ intrinsic motivation to behave
pro-socially and eventually result in less pro-social behavior (see e.g. Gneezy
and Rustichini, 2000). These two mechanisms may also be at play when con-
trol is external.
We hypothesize that in line with previous research, e.g. FK, we will find a
direct detrimental effect of control for a considerable fraction of agents in
our IN treatments such that xnc

B > xc
B ≥ xB. If the consequences of control

are sufficiently detrimental, not imposing it may then be more beneficial for
the controller, principal B.
When control is imposed by an external controller, it is not possible for the
agents to influence the controller’s earnings by lowering effort. Thus, the
above mentioned first set of mechanisms do not predict detrimental effects
of control to occur in this set-up. A crowding out of the agents’ intrinsic
motivation when feeling controlled, however, as well as the imitation of the
behavior that is assumed to be exhibited by the majority of agents as theo-
rized in Sliwka (2007) may predict direct hidden costs of control also when
control is imposed externally. Since the agent has no possibility to affect the
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controller’s earnings in that case, a channel to negatively reciprocate or to
punish the controller does not exist. If this, however, is crucial for a negative
reaction to control by the agents, we may expect that detrimental effects of
control are less pronounced (or non-existent) in the EX treatments as com-
pared to the IN treatments.

We now turn to the indirect effects of control via the transfer to principal C.
We first consider agents that are intrinsically motivated to give more than
the minimum constraint to principal B when no control is imposed. If con-
straining an agent’s choice set not only lowers the intrinsic motivation to
behave pro-socially towards principal B whose transfer is affected by the
constraint, but lowers the agent’s motivation to behave pro-socially towards
any principal, transfers to C may also be lower when control is imposed.
Similarly, if agents interpret the control decision as an indication about the
social norm for agents’ behavior towards principals in general, transfers to
C may be negatively affected by the control decision. Both mechanisms may
lead to detrimental indirect effects of control in the IN as well as the EX
treatments to the same extent. If, however, the negative reaction to con-
trol hinges on the direct relation between the constrained agent and the
controller’s earnings, the transfer to C may not be affected by the control
decision.
We now consider the behavior of selfish individuals, that would transfer less
than the minimum transfer to principal B if no control was imposed. Note,
that in our IN treatments an action asymmetry between the two principals
exist, as only one of them makes an active decision about whether to con-
strain the agent in the transfer to him or not. In the EX treatments instead,
this asymmetry does not exist. Agents may have a preference to treat the
two principals equally if they have equal opportunities in the sense of not
having a choice option. In that case when selfish agents have to increase
their transfer to principal B when externally controlled, they may adjust
the transfer to principal C accordingly. In the IN treatments instead, due to
the choice inability of principal C, no such symmetry between the principals
exists, so that positive spill-over effects may be less likely to occur.
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5.6 Results

We first look at the agents’ behavioral reaction to control and investigate
whether direct and indirect detrimental effects of control exist. We then
evaluate the impact of those effects on overall transfers and take differences
in agents’ perception of control into account in our analysis.

5.6.1 Behavioral reactions to control

We first look at how agents’ transfers to principal B are cumulatively dis-
tributed given the decision of the controller in the four treatments. Follow-
ing the analysis in FK we reason that if the constraint did not have any
effect on the agent’s transfer to B, at any xB ≥ xB the cumulative distribu-
tions of agents’ choices in the condition that the controller constrains would
coincide with the cumulative distributions in case the controller does not
constrain. Figure 5.2 shows the cumulative distribution functions for all
four treatments. In IN10 for each value of xB ≥ xB, there are always more or
equally many agents in the no constraint condition who choose xB such that
it is at least that value in the constraint condition. In IN5 the relation be-
tween the two cumulative distribution functions is less systematic. In order
to test whether the shifts in the distributions are statistically significant, as
proposed by FK , we replace all xB < xB by xB in the no constraint condition.
If the constraint did not have any impact the resulting modified distribution
should not be different from that in the constraint condition. A Wilcoxon
signed-ranks (WS) test yields that in the IN10 treatment the two distri-
butions are significantly different (p-value=0.0471): the cumulative distri-
bution function in the unconstrained condition is always below that in the
constrained condition.7 In the IN5 treatment, the two distributions are not
significantly different from each other (p-value=0.2033). As we only find sig-
nificant evidence for hidden costs of control in the IN10 treatment but not
in the IN5 treatment, we interpret our findings as weak evidence for hidden
costs of control. The results are surprising as, in contrast to our findings, FK
find that the lower the constraint, the higher the hidden costs of control.

7The applied tests are always 2-sided.
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Fig. 5.2: Cumulative frequencies of transfers to principal B

In EX5 and EX10 for each value of xB ≥ xB, there are always equally
many or more agents in the constrained condition who choose xB such that
it is at least that value in the unconstrained condition. The differences
are however statistically insignificant for both treatments (WS test, EX5:
p=0.1154; EX10: p=0.3173). The corresponding figure for the cumulative
distributions of xnc

C and xc
C can be found in Appendix 5.8.1. As for the analy-

sis of the uncontrollable transfer to C no distribution needs to be truncated,
the results of the statistical tests are shifted to Section 5.6.2 in which aver-
age transfers are discussed.

Result. We find evidence for a direct negative effect of control in the trans-
fers to principal B in the IN10 treatment but not in the IN5, EX5 and EX10
treatment.

Table 5.1 shows the number and relative share of individuals in aggre-
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gation for the two IN and the two EX treatments respectively that show
a positive, neutral or negative direct reaction to control via the transfer to
principal B. Conditional on this direct reaction the table also shows the num-
ber and relative shares of individuals that have a positive, neutral or nega-
tive indirect reaction to control via the transfer to principal C.
For a majority of individuals their direct reaction to control via the transfer
to principal B is positive irrespective of whether the controller is internal or
external (48% and 62% respectively). So clearly, control also generates ben-
efits as selfish agents are forced to transfer at least xB when constrained.
Whereas there is only one individual out of 50 whose direct reaction to con-
trol is negative in the EX treatments (2%), in the IN treatments the fraction
of individuals that react negatively is considerable (26%).
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Result. We observe a strong heterogeneity in agents’ direct reaction to the
controller’s implementation of control: they react negatively, neutrally or pos-
itively. The latter group is always the majority. If the controller is external
the fraction of agents with a negative direct reaction is negligible, whereas it
is considerable when control is internal.

We now turn to the indirect effect of control via the transfer to principal
C. We find that for a majority of individuals the indirect reaction to control
is neutral in both, the IN and EX treatments (IN: 65%; EX: 74%). Given a
certain direct reaction to control via the transfer to principal B we do not
find any significant difference between xnc

C and xc
C when the controller is in-

ternal (WS-test, p-values≥0.3173). We conclude that agents with a negative
(positive) direct reaction to control do not systematically react negatively
(positively) to control via the transfer to principal C.
With an external controller we find that a considerable fraction of agents
(36%) that show a positive direct reaction to being controlled, also show an
indirect positive reaction. The difference between xc

C and xnc
C among those

agents is statistically significant with higher transfers to principal C when
control is imposed (p-value=0.0029).
All agents with a neutral direct reaction to control in the EX treatments also
have an indirect neutral reaction to control.

Result. For a majority of agents the indirect reaction to control is neutral.
When the controller is internal we do not find evidence for systematic spillover
effects to the transfer to C. If the controller is external instead, we find that a
considerable fraction of agents with a positive direct reaction to control also
transfer more to principal C when controlled.

5.6.2 Average transfers

Individuals’ behavior translates into the average transfers depicted in Fig-
ure 5.3. Note, that the maximum transfer per principal is 100 points and
that a transfer of 55 points to each of the two principals would equalize par-
ticipants’ earnings.
Transfers to principal B and to principal C in the IN treatments are de-
picted in the two graphs on the left, while those for the EX treatments are
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on the right. In the IN5 treatment transfers to both principals are not sig-
nificantly different when control is imposed versus not imposed (WS-test,
p-values≥0.4397). The same is true for the IN10 treatment (WS-test, p-
values≥0.4969). In contrast, in the EX5 and the EX10 treatment transfers
to B and to C are significantly higher when there is control as compared to
when there is no control (WS-test, p-values≤0.0085).

Fig. 5.3: Average transfer to principal B and principal C

Result. Irrespective of the level of the minimum transfer to B, control does
not have an effect on average transfers when the controller is internal. When
he is external instead, agents transfer significantly more to B and to C when
control is imposed as compared to when the controller refrains from imposing
it.
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As a majority of 64% of the controllers in the IN treatments and 88%
in the EX treatments in fact decide to impose control, agents’ transfer deci-
sions in the control condition are most relevant for the eventual distribution
of earnings between principals and agents. For a low constraint of 5 a Mann
Whitney (MW) test yields that transfers xc

B in EX5 are significantly higher
than in IN5 (p-value=0.0535). For transfers xc

C this difference is insignifi-
cant (p-value=0.2219). With a high constraint of 10 transfers xc

B in EX10
are not significantly different from those in IN10 and so are transfers xc

C
(p-value≥0.7222). Comparing xnc

C and xnc
B between treatments for either of

the two constraint levels yields that differences are statistically insignificant
(MW-test, p-values≥0.3983).

5.6.3 Agents’ perception of control

The differences in the occurrence of negative direct reactions to control be-
tween the IN treatments and the EX treatments may occur for two reasons.
First, negative reactions may only occur in the former case because of the
direct relation between the controller and the agent in that setting: the con-
straint decision is made by a principal whose earnings are at stake, and the
agent has the possibility to directly react towards the controller with his
effort provision. A second reason may be that the imposition of internal con-
trol is perceived differently than that of external control, which then results
in different effects on the agents’ motivation. FK finds that most agents who
react negatively to being controlled perceive the controller’s constraint deci-
sion as a signal of distrust or a limitation of their choice autonomy. We thus
want to compare individuals’ perception of control between the IN and the
EX treatments with respect to i.a. these factors. Participants were asked to
answer a set of questions that elicited to what extent they agree or disagree
to perceive being constrained as controlling, distrusting, a lack of freedom
and whether it is okay for them to be constrained (see questions 1-4 in Ap-
pendix 5.8.4).

Separating the results provided in Table 5.1 by the constraint level, we
observe that 25% of the agents in the IN10 treatment (6 out of 25) react neg-
atively to control, whereas nobody does so in the EX10 treatment. A MW test
yields that no significant differences in the agreement to the four perception
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statements exist between IN10 and EX10 (p-values≥0.4649). This suggests
that the differences in the agents’ behavioral reaction to control when it is
internal as compared to external are not driven by differences in how they
perceive control with respect to the underlying factors.

In the IN5 treatment 28% (7 out of 25) react negatively to control, whereas
only 4% (1 out of 25) do so in EX5. Comparing agents’ perception between
the two treatments we find that they agree equally much to perceive the
constraint as controlling and as a lack of freedom, and to be okay with be-
ing constrained (p-values≥ 0.4350). However, we find a difference in their
perception of distrust. In IN5 agents agree significantly more that they feel
distrusted when they are constrained as compared to EX5 (p-value=0.0124).

We further find that among those agents that can fall into the ’negative
reaction to control’ group (agents with xnc

B > xB), reciprocity attitudes and
justice perceptions are not different between those that indeed react nega-
tively and those that do not (p-values≥ 0.3602).

5.7 Discussion and conclusion

We experimentally investigate how control affects agents’ behavior in a mul-
tiple principals-agent game when it is either imposed by a controller whose
earnings are not at stake (external control) or by one whose earnings are
determined by the agent’s effort provision (internal control). Further, we in-
vestigate whether an agent’s direct behavioral reaction to control spills over
to his relation with another principal in which control can not be imposed.

Agents are asked to decide how much they are willing to transfer to two
principals B and C in one of two condition: a) the choice set for the transfer
to B is constrained to a certain minimum transfer and b) the constraint is
not imposed and the agent is free to transfer any amount to both of them.
The transfer to principal C can never be constrained.

We find that when control is internal a considerable fraction of agents
reduce their effort towards the controlling principal B as compared to when
he does not control. Their uncontrollable effort provided to principal C is not
systematically affected by the control decision. We do not find significant
differences in average transfers to both principals between the constrained
and the unconstrained condition. In contrast, when control is external, ef-
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fort provision is significantly higher for both principals when control is im-
posed as compared to when there is no control. For a low minimum effort
requirement we find that the agents’ transfers to principal B under control
are significantly higher when control is imposed by an external controller as
compared to an internal one.

Controlling for differences in the perception of control in our analysis,
our results suggest that the occurrence of detrimental effects crucially de-
pends on who is the controller, i.e. whether it is the principal who profits
(suffers) from high (low) effort provision by the agent or an external entity
whose earnings are not at stake. Only in the case of an internal controller
we find that several agents react negatively to control. This suggests that
the driving mechanism behind detrimental effects of control is not the inter-
action with the agents’ intrinsic motivation to behave pro-socially towards
the principals or the signal of the control decision about the social norm of
effort provision which is then followed. Instead, it seems that hidden costs of
control work via a mechanism in which control provides information about
the controller and/or his action to which the agents react or reciprocate via
their effort provision.

We conclude that in the aggregate control can be effective in enforcing
high effort provision if a third party, e.g. the government or a consultancy,
makes the control decision. This result offers a rationale for the delegation
of the control decision to an external entity. Further research, however, is
necessary to investigate whether the responsibility for the control decision
can effectively be shifted away from the internal principal if he delegates the
decision to an external controller.
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5.8 Appendix

5.8.1 Additional figure

Figure 5.4 shows how agents’ transfers xC are cumulatively distributed given
the decision of the principal in the four treatments.

Fig. 5.4: Cumulative frequencies of transfers to principal C

In EX5 and EX10 for each value of xC, there are always equally many or
more agents in the constraint condition than in the no constraint condition
who choose a certain xC.

5.8.2 Decision screens

Below you can find decision screens for the controller (Figure 5.5) and the
agent (Figure 5.6 and Figure 5.7), exemplary for treatment IN5.
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Fig. 5.5: Decision screen controller
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Fig. 5.6: Decision screen agent I
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Fig. 5.7: Decision screen agent II
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5.8.3 Experimental instructions

[These are exemplary instructions for xB= 5.]

Thank you for participating in this decision-making experiment. Please
read the following instructions carefully!

If there is something that you do not understand please ask for assistance.
Do not speak out loud but raise your hand. An experimenter will then come
to you and answer your question. During the experiment there is a strict
prohibition of communication other than described in these instructions.

You receive 3 euros for having shown up at the experiment in time. You can
earn additional money in the course of the experiment by collecting points.
All points you earn will be converted to euros at the end of the experiment,
using the exchange rate of 1 point = 8 eurocents.

At the end of the experiment, you will be paid out privately and in cash
what you have earned in the course of the experiment plus the mentioned
fixed payment of 3 euros. Your final payment will be rounded in increments
of 5 eurocents.

Specific instructions

In this experiment, each participant is randomly matched with two other
participants to form a group of three. The participants in the group are
called A, B, and C. Neither during nor after the experiment will anybody get
to know the identities of the other matched participants. Hence, all deci-
sions remain anonymous.

After you have finished reading these instructions, you will be informed on
the computer screen in front of you whether you are a participant A, B or C.

Initial budget: Participant A receives an initial budget of 220 points.
Participant B receives an initial budget of 0 points.
Participant C receives an initial budget of 0 points.

Participant A:

Participant A has to decide how many points, if any, s/he wants to transfer
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to participant B and how many points s/he wants to transfer to participant
C. Each point transferred to B and/or C will be doubled. That is, each point
A transfers to B reduces A’s income by one point and increases B’s income
by two points. Likewise, each point A transfers to C reduces A’s income by
one point and increases C’s income by two points.

The formulas for calculating income look as follows:
Participant A’s income: 220 - transfer to B - transfer to C
Participant B’s income: 0 + 2*transfer from A to B
Participant C’s income: 0 + 2*transfer from A to C

Participant A can transfer any amount between 0 and 100 points to partici-
pant B. Likewise, Participant A can also transfer any amount between 0 and
100 to participant C. There may be further constraints on the amount that
participant A can transfer to B, which are described below.

[From here onwards the instructions differed between treatment IN and EX]

Treatment EX

Participant B* of another group:

Before participant A decides how many points s/he wishes to transfer to par-
ticipant B and participant C, a randomly selected participant B of another
group, henceforth called B* of another group, has the possibility to constrain
participant A to transfer at least 5 points to participant B. Participant B* of
another group can also decide not to constrain participant A and thus leave
her/his transfer decision completely free. Importantly, the income of B* of
another group does not depend in any way on the decision of participant
A, but is in turn determined by the decision of participant A* in his/her
own group. Note that this participant A* of the other group may be con-
strained by a participant B of yet another group. Irrespective of whether B*
of another group constrains participant A or not, A can always transfer any
amount between 0 and 100 to participant C.

Therefore, there are two cases...

... Participant B* of another group constrains participant A to transfer at
least 5 points to participant B. In this case, participant A can transfer any
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(integer) amount between 5 and 100 to B, and any (integer) amount between
0 and 100 to C.

... Participant B* of another group does not constrain participant A to trans-
fer at least 5 points to participant B. That is, s/he allows participant A to
decide on her/his transfer freely. In this case, participant A can transfer any
(integer) amount between 0 and 100 to B and any (integer) amount between
0 and 100 to C.

Participant B (of your group):

Participant B (of your group) has the possibility to constrain participant A
of yet another randomly chosen group to transfer at least 5 points to partic-
ipant B in that other group. Participant B can also decide not to constrain
participant A of that other group and thus leave her/his transfer decision
completely free. Neither participant A nor C (of your group) will be in-
formed about the decision B makes regarding that other group. Irrespective
of whether B constrains A of that other group or not, A in that other group
can always transfer any amount between 0 and 100 to participant C in that
other group.

Participant C:

Participant C does not make a decision.

In summary, the experiment consists of two stages:

Stage 1: In stage 1, participant B* of another group decides if s/he con-
strains participant A to transfer at least 5 points to participant B, or if s/he
allows participant A to decide freely.
Participant B decides if s/he constrains participant A of yet another group
to transfer at least 5 points to participant B of that other group, or if s/he
allows that participant A to decide freely.

Stage 2: In stage 2, participant A decides on the amount s/he will transfer to
participant B and to participant C. Please note that participant A will have
to decide before s/he knows whether or not participant B* of another group
constrains her/him. That is, participant A has to indicate her/his transfer
decisions for both possible cases that...

... Participant B* of another group constrains participant A to transfer at
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least 5 points to participant B. The amount A transfers to B can be at least
5 points and at most 100 points and the amount A transfers to C can be at
least 0 points and at most 100 points.

... Participant B* of another group does not constrain participant A in the
transfer to participant B. The amount A transfers to B can be at least 0
points and at most 100 points and the amount A transfers to C can be at
least 0 points and at most 100 points.

The actual decision of B* of another group determines which of the two cases
is relevant for the incomes. If participant B* of another group constrains
participant A to transfer at least 5 points to participant B, the transfer de-
cisions which A indicates for this particular case apply. If participant B*
of another group leaves participant A free in his/her decision, the transfer
decisions which participant A indicates for that case apply.

Note: When A makes her/his decision s/he does not know the decision of B*
of another group. Therefore, A should consider each of the two cases as the
case that is relevant for the incomes.

B’s and C’s incomes are determined solely by the transfer decisions of par-
ticipant A.

It is important that all participants have correctly understood the instruc-
tions and income rules. Thus, you will now take part in a practice round.
This practice round will not be relevant for your income. Please activate the
computer screen in front of you by moving the mouse and further instruc-
tions will follow on-screen.
At the end of the experiment a final income screen will inform you about
the decisions that were made and the resulting incomes in your group. As
already said at the beginning of the instructions, your income in points will
be converted to euros and together with the fixed payment of 3 euros paid
out in cash to you in private.

Treatment IN

Participant B:
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Before participant A decides how many points s/he wishes to transfer to par-
ticipant B and participant C, participant B has the possibility to constrain
participant A to transfer at least 5 points to her/him. B can also decide not to
constrain participant A and thus leave her/his transfer decision completely
free. Irrespective of whether B constrains A or not, A can always transfer
any amount between 0 and 100 to C. Therefore, there are two cases...

... Participant B constrains participant A to transfer at least 5 points to
her/him. In that case, participant A can transfer any (integer) amount be-
tween 5 and 100 to B, and any (integer) amount between 0 and 100 to C.
... Participant B does not constrain participant A to transfer at least 5 points
to her/him. That is, s/he allows participant A to decide on her/his transfer
freely. In this case, participant A can transfer any (integer) amount between
0 and 100 to B, and any (integer) amount between 0 and 100 to C.

Participant C:

Participant C does not make a decision.

In summary, the experiment consists of two stages:

Stage 1: In stage 1, participant B decides if s/he constrains participant A to
transfer at least 5 points to her/him (participant B), or if s/he allows partici-
pant A to decide freely.

Stage 2: In stage 2, participant A decides on the amount s/he will transfer
to participant B and to participant C. Please note that participant A will
have to decide before s/he knows whether or not participant B constrains
her/him. That is, participant A has to indicate her/his transfer decisions for
both possible cases that...

... Participant B constrains participant A to transfer at least 5 points to
her/him. The amount A transfers to B can be at least 5 points and at most
100 points and the amount A transfers to C can be at least 0 points and at
most 100 points.

... Participant B does not constrain participant A in the transfer to her/him.
The amount A transfers to B can be at least 0 points and at most 100 points
and the amount A transfers to C can be at least 0 points and most 100 points.

129



The actual decision of B determines which of the two cases is relevant for
the incomes. If participant B constrains participant A to transfer at least 5
points to her/him, the transfer decisions which A indicates for this particu-
lar case apply. If participant B leaves A free in his/her decision, the transfer
decisions which participant A indicates for that case apply.

Note: When A makes her/his decision s/he does not know the decision of B.
Therefore, A should consider each of the two cases as the case that is rele-
vant for the incomes.

B’s and C’s incomes are determined solely by the transfer decisions of par-
ticipant A.

It is important that all participants have correctly understood the instruc-
tions and income rules. Thus, you will now take part in a practice round.
This practice round will not be relevant for your income. Please activate the
computer screen in front of you by moving the mouse and further instruc-
tions will follow on-screen.
At the end of the experiment a final income screen will inform you about
the decisions that were made and the resulting incomes in your group. As
already said at the beginning of the instructions, your income in points will
be converted to euros and together with the fixed payment of 3 euros paid
out in cash to you in private.

5.8.4 Questionnaires

Questionnaire ’Constraint’

In this questionnaire the agents are asked to indicate to what extent they
personally agrees or disagree to the following statements [1 = "strongly dis-
agree", ..., 4 = "neutral", .. ., 7 = "strongly agree"].

EX5 treatment

• I perceive the constraint by participant B* of another group to transfer
at least 5 points to participant B as controlling.
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• I feel distrusted when constrained by participant B* of another group
to transfer at least 5 points to participant B.

• I perceive it as a lack of freedom of choice when constrained by partic-
ipant B* of another group to transfer at least 5 points to participant
B.

• I find it okay that participant B* of another group constrains me to
transfer at least 5 points to participant B.

• I feel that a person who constrains me to transfer at least 5 points to
participant B is a greedy person.

• I do not have any particular opinion about being constrained by par-
ticipant B* of another group to transfer at least 5 points to participant
B.

• If participant B (of my group) had had the choice to constrain me to
transfer at least 5 points to him/her, s/he would have done it.

• If participant C (of my group) had had the choice to constrain me to
transfer at least 5 points to him/her, s/he would have done it.

IN5 treatment

• I perceive the constraint by participant B to transfer at least 5 points
to participant B as controlling.

• I feel distrusted when constrained by participant B to transfer at least
5 points to participant B.

• I perceive it as a lack of freedom of choice when constrained by partic-
ipant B to transfer at least 5 points to participant B.

• I find it okay that participant B constrains me to transfer at least 5
points to participant B.

• I feel that a person who constrains me to transfer at least 5 points to
him/her is a greedy person.
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• I do not have any particular opinion about being constrained by par-
ticipant B to transfer at least 5 points to participant B.

• If participant C had had the choice to constrain me to transfer at least
5 points to him/her, s/he would have done it.

Questionnaire ’Reciprocity’

Respondents were asked to indicate on a 7-point scale how well each of the
following six statements applies to them personally:

• If someone does me a favour, I am prepared to return it;

• If I suffer a serious wrong, I will take revenge as soon as possible, no
matter what the cost;

• If somebody puts me in a difficult position, I will do the same to him/her;

• I go out of my way to help somebody who has been kind to me before;

• If somebody offends me, I will offend him/her back;

• I am ready to undergo personal costs to help somebody who helped me
before.

An answer of 1 on the scale means: ’does not apply to me at all’ and choos-
ing 7 means: ’applies to me perfectly’. Questions (1), (4) and (6) ask about
positive reciprocity, while questions (2), (3) and (5) ask about negative reci-
procity. Also, two of the questions ask explicitly whether the respondent
would incur costs in order to be negatively reciprocal (question 2) or posi-
tively reciprocal (question 6).

Questionnaire ’Just world’

Participants were asked to decide to what extent they personally agree or
disagree with the following statements.

• I think basically the world is a just place.

• I believe that, by and large, people get what they deserve.
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• I am confident that justice always prevails over injustice.

• I am convinced that in the long run people will be compensated for
injustices.

• I firmly believe that injustices in all areas of life (e.g., professional,
family, politic) are the exception rather than the rule.

• I think people try to be fair when making important decisions.

• I believe that, by and large, I deserve what happens to me.

• I am usually treated fairly.

• I believe that I usually get what I deserve.

• Overall, events in my life are just.

• In my life injustice is the exception rather than the rule.

• I believe that most of the things that happen in my life are fair.

• I think that important decisions that are made concerning me are usu-
ally just.

An answer of 1 on the scale means: ’strongly disagree’ and choosing 6 means:
’strongly agree.
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